


IFLA Publications

Edited by
Janine Schmidt and Joseph Hafner

International Federation of Library Associations and Institutions

Fédération Internationale des Associations de Bibliothécaires et des Bibliotheques
Internationaler Verband der bibliothekarischen Vereine und Institutionen
MexayHapogHas ®egepauus brubnnoteyHbix Accoupanimin n YupexaeHui
Federacion Internacional de Asociaciones de Bibliotecarios y Bibliotecas

Efr IR = SHAK G =
Cliisal) Gl sa g Slanaad (A gall slazy)

Volume 185



New Horizons in
Artificial Intelligence
in Libraries

Edited by

Edmund Balnaves, Leda Bultrini, Andrew Cox and
Raymond Uzwyshyn

DE GRUYTER
SAUR



ISBN 978-3-11-133571-1

e-ISBN (PDF) 978-3-11-133643-5

e-ISBN (EPUB) 978-3-11-133681-7

ISSN 0344-6891

DOI https://doi.org/10.1515/9783111336435

(=9

This work is licensed under the Creative Commons Attribution 4.0 International License. For details go
to https://creativecommons.org/licenses/by/4.0/.

Creative Commons license terms for re-use do not apply to any content (such as graphs, figures,
photos, excerpts, etc.) not original to the Open Access publication and further permission may be
required from the rights holder. The obligation to research and clear permission lies solely with the
party re-using the material.

Library of Congress Control Number: 2024943605

Bibliographic information published by the Deutsche Nationalbibliothek
The Deutsche Nationalbibliothek lists this publication in the Deutsche Nationalbibliografie;
detailed bibliographic data is available on the Internet at http://dnb.dnb.de.

© 2025 with the author(s), editing © 2025 Edmund Balnaves, Leda Bultrini, Andrew Cox and Raymond
Uzwyshyn, published by Walter de Gruyter GmbH, Berlin/Boston. This book is published with open
access at www.degruyter.com.

Cover Image: Imaginima / iStock / Getty Images Plus

Typesetting: Dr Rainer Ostermann, Miinchen

Printing and binding: CPI books GmbH, Leck

www.degruyter.com

Questions about General Product Safety Regulation: productsafety@degruyterbrill.com




Contents
About IFLA —IX

Edmund Balnaves, Leda Bultrini, Andrew Cox and Raymond Uzwyshyn
Preface —1

Edmund Balnaves
Artificial Intelligence and Libraries: An Introduction — 3

Part I: Current Directions in Artificial Intelligence for Libraries

Leda Bultrini
2 Current Directions for Artificial Intelligence in Libraries: An Introductory
Overview — 17

Juja Chakarova
3 Artificial Intelligence: Already in Libraries? — 24

Mojca Rupar Korosec
4 Developing Artificial Intelligence in an Ethical Way in
European Libraries — 35

Bohyun Kim
5 Investing in Artificial Intelligence: Considerations for Libraries
and Archives — 49

Part II: The Implications for Use of Artificial Intelligence in
Libraries and Education

Andrew Cox
6 The Implications for Use of Artificial Intelligence in Libraries and Education:
An Introductory Overview — 61

Fiona Bradley
7 The Policy Context of Artificial Intelligence — 71



VI — Contents

Josette Riep and Annu Prabhakar
8 Toward Bias-free Artificial Intelligence for Student Success in Higher
Education — 82

Raymond Uzwyshyn
9 Building Library Artificial Intelligence Capacity: Research Data Repositories
and Scholarly Ecosystems — 121

Neli Tshabalala
10 Impact of Artificial Intelligence on Library Services: Reflections on a
Practical Project — 141

Andrew Cox
11 Ethics Case Studies of Artificial Intelligence for Library and Information
Professionals — 156

Part III: Projects in Machine learning and Natural Language
Processing

Raymond Uzwyshyn
12 Projects in Machine Learning and Natural Language Processing in Libraries:
An Introductory Overview — 171

Martin Malmsten, Viktoria Lundborg, Elena Fano, Chris Haffenden, Fredrik Klingwall,
Robin Kurtz, Niklas Lindstrém, Faton Rekathati and Love Borjeson
13 Without Heading? Automatic Creation of a Linked Subject System — 179

Anna Kasprzik
14 Transferring Applied Machine Learning Research into Subject Indexing
Practice — 199

Siimeyye Akca
15 Topic Modelling in the Ottoman Kadi Registers — 213

Caroline Saccucci and Abigail Potter
16 Assessing Machine Learning for Cataloging at the Library
of Congress — 227



Contents = VII

Thomas Zaragoza, Yann Nicolas and Aline Le Provost
17 From Text to Data Inside Bibliographic Records: Entity Recognition and
Linking — 239

Part IV: Artificial Intelligence in Library Services

Edmund Balnaves
18 Artificial Intelligence in Library Services: An Introductory Overview — 259

Patrick Cher
19 Empowering Library Services: Building a ChatGPT Chathot — 261

Imam Khamis
20 Fundamentals of Artifical Intelligence for Libraries — 288

Helen Sau Ching Cheung, Alex Hok Lam Chan, Kenny Ka Lam Kwan and Yoko Hirose
21 Developing Digital Literacy Using Mini-AI Games — 299

Itai Veltzman and Rael Elstein
22 How Ex Libris Uses Artificial Intelligence and Smart Services to Transform
Libraries — 323

Edmund Balnaves
23 Artificial Intelligence in Libraries on $5 per Day: Image Matching with
Koha — 336

Glossary — 351

Resources

International Federation of Library Associations and Institutions (IFLA). Artificial
Intelligence Special Interest Group (AI SIG)
Resources to Get Up to Speed on Artificial Intelligence — 359

International Federation of Library Associations and Institutions (IFLA). Artificial
Intelligence Special Interest Group (AI SIG)

Generative AI for Library and Information Professionals — 364

Contributors — 372






About IFLA

www.ifla.org

IFLA (The International Federation of Library Associations and Institutions) is the
leading international body representing the interests of library and information
services and their users. It is the global voice of the library and information
profession. IFLA provides information specialists throughout the world with a
forum for exchanging ideas and promoting international cooperation, research,
and development in all fields of library activity and information service. IFLA is
one of the means through which libraries, information centres, and information
professionals worldwide can formulate their goals, exert their influence as a group,
protect their interests, and find solutions to global problems.

IFLA’s mission to inspire, engage, enable and connect the global library field can
only be fulfilled with the co-operation and active involvement of its members and
affiliates. Currently, approximately 1,600 associations, institutions and individuals,
from widely divergent cultural backgrounds are working together to further this
mission Through its formal membership, IFLA directly or indirectly represents
some 500,000 library and information professionals worldwide.

IFLA pursues its vision of a strong and united library field powering literate,
informed and participatory societies through a variety of channels, including the
publication of a major journal, as well as guidelines, reports and monographs on a
wide range of topics. IFLA organizes webinars and workshops around the world to
enhance professional practice and increase awareness of the growing importance
of libraries in the digital age. All this is done in collaboration with a number of other
non-governmental organizations, funding bodies and international agencies such
as UNESCO and WIPO. The Federation’s website is the key source of information
about IFLA, its policies and activities: www.ifla.org.

Library and information professionals gather annually at the IFLA World Library
and Information Congress, held in August each year in cities around the world.
IFLA was founded in Edinburgh, Scotland, in 1927 at an international conference
of national library directors. IFLA was registered in the Netherlands in 1971
The National Library of the Netherlands (Koninklijke Bibliotheek) in The Hague,
generously provides the facilities for our headquarters. Regional offices are located
in Argentina, South Africa and Singapore.
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Preface

This book distils the experiences from the International Federation of Library

Associations and Institutions (IFLA) Information Technology Section conferences

focussed on artificial intelligence (AI) which were held in Dublin and Galway,

Ireland and Singapore in 2022 and 2023. It brings together working projects and

observations on the ethics and practice of Al in the library field. It is a book that

explores the implications for libraries of engaging with Al, and the current and
potential applications of Al in libraries. It highlights both technology and ethics of

Al in libraries, the governance and ethical considerations for engaging in AI and

showcases various library IT projects, collaborations, and future uses of Al tools

and techniques that can enhance the services, progress and competitive advantage
of libraries.
Aspects of Al addressed within the book include:

— Machine and deep learning, content indexing, metadata, labelling and sum-
mation: Al can automate the process of indexing and summarising documents,
images and audiovisual media, making them more accessible and discoverable
across different disciplines and contexts

— Information retrieval and analysis: AI can help users find and analyse rele-
vant information from large and complex data sources, using natural language
processing, machine learning, neural nets, deep learning and semantic web
technologies

— User engagement and personalisation: Al can improve user experience and
satisfaction by providing personalised recommendations, feedback, and assis-
tance, using chatbots, voice assistants, and sentiment analysis, and

— Library management and operations: Al offers the promise of optimising
library workflows and processes by automating tasks, reducing errors, and
saving time and resources, using robotics, computer vision, and predictive
analytics. It can open possibilities for new service delivery options, includ-
ing enhanced 24/7 support for library operations including summarising and
annotating research and other user assistance.

The book is divided into four sections:

- Section 1: Current Directions in Artificial Intelligence for Libraries, which pro-
vides an overview of Al and its intersection with libraries and robotics

- Section 2: Implications for Use of Artificial Intelligence in Libraries and Educa-
tion, which extends the discussion of Al into the domains of ethics, the policy
implications for governance, usage in the educational and learning domains
and the infrastructure implications of Al

3 Open Access. ©2025 the author(s), published by De Gruyter. This work is licensed under
the Creative Commons Attribution 4.0 International License.
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— Section 3: Projects in Machine Learning and Natural Language Processing,
which provides deep dives into projects demonstrating the use of Al across key
technology applications for libraries in machine learning and natural language
processing, and

— Section 4: Artificial Intelligence in Library Services, which explores practical
case studies in engaging with Al in different library applications.

We present this book as a resource for librarians who want to learn more about
the opportunities and challenges of Al in the library field, commend it to you, the
reader, and look forward to an exciting future for the application and use of artifi-
cial intelligence in libraries.

An Artificial Intelligence Special Interest Group (AI SIG) is sponsored by the
IFLA Information Technology Section. Projects undertaken by the Group are pub-
licised on the IFLA website, with two of particular interest: Developing a Library
Strategic Response to Artificial Intelligence and Generative AI for Library and
Information Professionals.

The area of Al is fast moving. This publication provides the reader with an
opportunity to survey the many aspects of the application of recent developments
in Al in the library context. The book is the culmination of the real and human
projects and efforts of the authors, editors and our publisher, De Gruyter. It is they
who have made this publication possible and we thank all involved. We gratefully
acknowledge the funding from IFLA that has enabled this publication to be released
in open access, and the work of Janine Schmidt, the Series Editor, in the final editing
of the publication.

Edmund Balnaves, Leda Bultrini, Andrew Cox and Raymond Uzwyshyn, Editors
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Edmund Balnaves
1 Artificial Intelligence and Libraries: An
Introduction

Abstract: Artificial Intelligence (AI) is the use of computer systems to achieve tasks
that would normally require human interpretive intervention. Al is integrally asso-
ciated with Big Data and the Internet of Things, with large data stores of text, images,
and videos on an extensive and wide-ranging scale providing the learning base.
While AI does not purport to replace human cognition, the use of Al is becoming
pervasive throughout society. It is present in smart phones to understand speech,
help navigation and improve usability of apps. It is used in internet searching, sur-
veillance systems, social credit systems, classification, and annotation systems. Al is
used in advertising to match customers to products, and in social media to ensure
content is exposed in a tightly directed way. Al is increasingly available or already
present in the systems used by libraries. This chapter provides the background
and context for this book New Horizons in Artificial Intelligence in Libraries which
focuses on the current uses of Al in libraries and explores ways to prepare for and
optimise the use of Al in libraries.

Keywords: Artificial intelligence; Big data; Internet of things; Machine learning

What is Artificial Intelligence?

Artificial Intelligence (AI) is the use of computer systems to achieve tasks that

would normally require human interpretive intervention and includes:

— Interpreting images for place, facial or object recognition

— Interpreting audio for language recognition and translation

— Analysing data in depth and breadth to discern patterns

— Controlling and managing movement of robotics in a real physical environ-
ment, and

— Conversational dialogue management that recognises, interprets and responds
appropriately.

The concept of Al dates back to the early stages of computers and the philosophical
examination of the implications of emerging computer technology, and in particu-
lar to a workshop in 1956 at Dartmouth College (McCarthy et al. 1995) that included
the early greats of computer science John McCarthy and Marvin Minsky. The initial
emphasis on expert systems gave way to the emergence of deep learning models.

3 Open Access. ©2025 the author(s), published by De Gruyter. This work is licensed under
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The value of Al in classification when used with large image stores was explored
in projects such as the ImageNet Large Scale Visual Recognition (Krizhevsky,
Sutskever, and Hinton 2012). Core to advances in Al in the last decade has been
leveraging large online resources coupled with large-scale Al computing architec-
tures to build models that can give credible predictive insights.

Big Data and the Internet of Things can be combined to operate at scale and
in the real world. The core elements of Al bring together Big Data, text and image
pattern recognition, natural language processing (NLP), and importantly the under-
pinning hardware capability to crunch through large data sets. The computer capa-
bilities of massive parallel processing needed for Al originated with their use in
the graphics processing units (GPUs) that enabled the hyperreal games now avail-
able on the market. GPUs and field-programmable gate arrays (FPGAs) provided
the grunt needed for very large-scale model development and exploration of infer-
encing engines needed for AI (VerWay 2022, 36). Al toolkits, many written in the
Python programming language or C, distil a range of complex pattern recognition
algorithm and data management tools into simple and elegant processing pipelines
to develop and train patterns in a large body of data to create models and apply real
life data against the models to discern matches. These toolkits have provided the
core to a rapidly evolving ecosystem of software applications covering all aspects of
national language processing, pattern recognition and image recognition.

None of the work on Al has achieved human cognition and progress to date
has not yielded the moment of singularity where computers become self-aware or
achieve a level of artificial consciousness (Floridi and Chiriatti 2022). Nevertheless,
use of Al tools embedded in many systems is becoming pervasive and persuasive.
Al apps have been present on smart phones for many years and take an increas-
ingly important role in extending the utility of the device to understand speech,
dynamically translate audio inputs, assist with navigation and improve usability
of apps.

The addition of Al to society creates a very new socio-political dynamic. While
a few writers in the past forecast significant impacts of computer science develop-
ments, socialist theorists of the 19% and 20™ centuries did not in general anticipate
the effect on both labour and the political process the influence that AI systems
might have. Potentially a class-based society is being supplanted by an informa-
tion-based society. In its very nature, the information society is the perfect context
for the application of artificial intelligence systems. In social media AI can be used
to ensure that content emerges in a tightly directed way, with the potential to shape
social ideas by biassing the content from social media systems in a particular direc-
tion. The Social Credit System in China involving a record system which tracks and
evaluates businesses, individuals and government institutions for trustworthiness
and China’s Skynet ubiquitous surveillance system intrinsically depend on the tool-
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sets of Al to achieve normative social goals. Al raises the possibility of at-scale social
and behavioural intervention by both governments and global commercial entities
such as Facebook, Google and Microsoft.

In the context of libraries, Bourg (2017) raises the question: what does it mean
to maximise our collections for humans and what does it mean to maximise them
for machines and algorithms? The process of re-envisaging the nature of the library
has been gathering pace since the first library applications in machine learning
emerged (Coleman 2017; Cordell 2020; Johnson 2018) and is exemplified in the
formation of the International Federation of Library Associations and Institutions
(IFLA) Artificial Intelligence Special Interest Group in 2022.

Central to the discussion of Al in libraries is the algorithm used to train Al
systems to provide useful responses. Algorithm is the term used to encompass the
set of machine learning techniques that may be deployed to glean intelligence from
data, and probably more accurately refers to the process of model creation. The
difficulty with the term algorithm is that it lends itself to an anthropomorphic inter-
pretation of Al that is not accurate. Machine learning uses a range of techniques to
harness the speed of computers in image, textual, location and other data points to
derive an interpretive model from the data. The model can then be used to suggest
a range of things: a face matched to a name, an emotional state or reaction, a set of
structured terms to describe a document or image, a location based on an image, and
many other similar activities. The underlying dataset and algorithm used in Al can
lead to bias in the results and can be particularly visible in the ways in which AI can
skew search results based on biases in the underlying training data (Snow 2018).

In 2018 the use of Al for initial job candidate selection emerged with the
Russian bot Vera (Palmer 2018). Recent innovations include ChatGPT from OpenAl.
GPT stands for Generative Pretrained Transformer and constitutes a model that
takes the foundation of large text corpus modelling and integrates it with a neural
network to parse the query and structure a logical response. The first GPT model
was made available in 2018. Continual updates have been made and the current
generation of the GPT architecture impressively goes beyond national language
responses to provide code-meaningful responses to programming questions and
semantically meaningful conversations and question responses. The semantic inter-
pretation implied by the transformer neural networks is a generational advance in
the capabilities of Al and has potentially profound implications in many areas.

An extension of ChatGPT is DALL-E, an Al image generating neural network
built on a twelve billion-parameter version of GPT-3. DALL-E was trained on a data
set of text-image pairs and can generate images from user-submitted text prompts.
ChatGPT and DALL-E were both developed by OpenAl. The company name Open
Al implies but does not mean that its systems are open-source with content avail-
able for others to use freely. DALL-E can creatively respond with image content to
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queries based on requested text descriptions. For example, the following query:
“Give me a logo for a search and discovery system that incorporates artificial intel-
ligence recommendations” yielded the creative result (Figure 1.1).

5.
&

Figure 1.1: Logo Created by Al for a Search and Discovery System

Microsoft made headlines in 2020 replacing journalists with machine-generated
story selection rather than human-curated story selection for the MSN home page
(Waterson 2020) and highlighted the risks of job displacement with the use of AL
The further advances represented by ChatGPT take the potential risks to another
order. Alis capable of sophisticated responses across many disciplines. The answers
provided to queries are well crafted and explanatory, even when they contain ele-
ments of factual errors.

Implications of Artificial Intelligence for Libraries

Public libraries have grown in importance as gateways to information resources
in a world where internet access is a prerequisite for engagement in community
and social endeavours. The library has both explanatory and access roles. The
transition to electronic collections heralded by Breeding (2011) has seen dramatic
changes in research-oriented libraries. The preference for digital content has
become entrenched in research institutions and the availability of Al-enhanced dis-
covery tools is transforming the discovery, use and reuse of research data. The full
implications of ChatGPT for research and reference librarians are yet to be seen.
Some librarians may fear the development of Al in the research context, but others
will embrace the potential and establish new and innovative services to enhance
services provided to researchers.

Library integrated automation or management systems might be viewed as the
precursors to Al within libraries. They have fundamentally changed the activities
conducted by librarians, particularly as far as cataloguing and lending functions
are concerned. Cataloguers have become metadata experts and subject analysts.
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Cataloguing and classification have become shared activities across the world
optimising collaborative efforts to improve the effectiveness of libraries and yield
higher quality and consistency in item descriptions, content analysis, and informa-
tion resource discovery. The developments have come at the practical cost of jobs
on the ground for some librarians who have transferred to alternative roles. For
example, the traditional bibliographic cataloguer once the quintessential exemplar
of the library profession, is now a rare species.

The cataloguing role has changed considerably facilitated by library auto-
mation and touches the lives of fewer members of the profession. Outsourcing
of library functions related to acquisition and selection of library collections and
inclusion of the purchase of records with information resources has also changed
activities. AI will be added to this mix to automate classification recommendations
While there may be concern over algorithmic bias in machine learning systems,
the bias in historical traditional classification schemes may be no better. The first
edition of the Dewey Decimal Classification scheme is replete with unconscious and
conscious bias (Mai 2016).

There is enormous potential for machine learning to enhance the quality of
the work of librarians and to enrich access to the content of library collections held
locally or accessed remotely in ways that might otherwise be impossible. The role of
the metadata librarian is alive and well as the adjudicator of semantic description
and content along with enhanced roles for reference librarians who can interact in
new ways with large data and information stores.

The momentum of Al innovation and adoption is perhaps beyond the capabil-
ity of libraries to control or manage. A rearguard action to block Al in what may
well be a new industrial revolution in the making is not likely to be fruitful. By
engaging with Al technology and enhancing knowledge and expertise concerning
Al the library and information profession can come to grips with its limits, risks,
and opportunities. Through understanding the limits and capabilities of Al systems,
librarians will be able to influence developments and provide new services to
enhance information access and use for their communities.

There are many opportunities for the application of Al in libraries with the
potential for the extension of activities in ways not currently possible. For instance,
24 x 7 assistance service can be provided through chatbots or in-library robotic
assistants for check-in and checkout functions. The improvement of discovery for
large collections of resources through automated classification, organisation, and
retrieval makes possible at scale access to wonderful resources worldwide.

The debate regarding algorithmic bias is relevant to the library profession and
the best way to engage in the debate is to participate in the work in the area. Many
libraries are already participating in the AI debates. The bias in machine learning
design can come from the source data sets which might be ethnically or culturally
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homogeneous, or in machine learning rules or algorithms used. In social media
and online news, the rules around story selection become all the more important
where systematic bias may be an inadvertent or deliberate element in framing the
information landscape presented to the user. Al systems may also have value in
detecting and removing or rebalancing bias present in existing systems. Al systems
could, for instance, assist with daunting task of correcting historical classification
bias in historical bibliographic databases.

Governance of Artificial Intelligence

There has been considerable debate within the community about the control of
the use of AI and its future governance both within institutions and internation-
ally. Institutional governance rules may increasingly incorporate mandates around
the use of Al in the institution. The library profession can play a role in encourag-
ing transparency in the use of AL The debate around algorithmic bias is a case in
point. The debates itself can lead to an awareness of the concerns and the need
for adaptation and change in legislation around the world. The moves within the
European Union to provide legislation related to Al (European Parliament 2023)
and to enhance privacy and choice on the internet are cases in point. Algorithmic
disclosure is all about transparency and the ability to understand the rules and
assumptions that feed decision making. Openness enables a health public discourse
about algorithms and their use and application.

The effectiveness of the open-source community illustrates the value of publish-
ing coding and programming for scrutiny (Balnaves 2008). While openness permits
attackers to understand vulnerability, it also facilitates discovery and resolution of
vulnerabilities. Visibility fits well with the criteria for explainable machine learn-
ing outlined by Psychoula and others:

There are several important elements to consider, and be able to explain, when creating auto-

mated decision-making systems:

(1) The rationale behind the decision should be easily accessible and understandable

(2) The system should maximise the accuracy and reliability of the decision.

(3) The underlying data and features that may lead to bias or unfair decisions

(4) The context in which the Al is deployed and the impact the automated decision might
have for an individual or society (Psychoula et al. 2021, 50)

While the designers of Al systems might, for proprietary reasons, look askance at
visibility into their systems, it is arguable that an open approach promotes a virtual
cycle of improvement. Lack of regard for these principles was precisely the failure
exhibited in implementing the Robodebt scheme in Australia (Shah 2023). The gov-
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ernment took an automated algorithmic approach to assessing social security debt
using model-based approximations. The result was the creation of debt notices
based on estimates rather than actual social security debt figures, and in some
cases the results were wildly wrong. The errors made resulted in great trauma
for the people involved, including several deaths by suicide. The whole approach
was ultimately found to be illegal in a subsequent class action brought against the
government and harrowing insights from a Royal Commission (Australia. Royal
Commission into the Robodebt Scheme 2023). Appropriate levels of governance
and development frameworks along with legislative control are acutely important
where Alis making critical judgements and will become even more necessary as Al
becomes indistinguishable from a human response.

Al systems, once implemented, have potential risks, including spoofing or poi-
soning, where falsified data is fed to the system to skew the AI models developed
(Laplante and Amaba 2021, 20). Where judgements are being made on an algorith-
mic basis, the risk of false positives is also a significant factor. Mortati and Carmel
explore the issue of false positives in the case of cheating detection systems, an
issue made all the more complex with the recent advent of ChatGPT (Mortati and
Carmel 2021, 92).

How can libraries engage in Al firsthand? Chatbots are an uncomplicated way
in which librarians can engage in the machine learning process to gain exposure
to both the strengths and limitations of Al. Many tools for chatbot development
are readily available online and allow free use. Most include natural language pro-
cessing capabilities and methods to integrate additional textual analysis tools. Even
without deploying chatbots, experimenting with them is an excellent way to under-
stand both the opportunities and limitations of AI. Most people have undoubtedly
experienced the friendly but hopelessly incompetent chatbots thrown up on web-
sites by banks and other corporate entities as replacements for human interaction.
They are examples of Al systems in their infancy. There is a long way to go in this
area, but they will become ubiquitous in online systems.

Many toolkits for Al are open-source. For the adventurous who are willing to
venture into coding, there are guides and examples abounding on the web to assist
in experimenting with recommender systems which could make suggestions to
library users.

The challenges of appropriate deployment of Al combine technological and
governance elements. It is typical of any technological advance that governance
and control elements lag behind the rapid advances occurring. The International
Federation of Library Associations and Institutions (IFLA) has released a statement
on libraries and Al that provides a good framework for considering the issues for
Al in libraries (IFLA 2020). The European Union’s High Level Expert Group on Arti-
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ficial Intelligence has defined concerns in relation to Al and developed ethics guide-
lines which lists seven key requirements for trustworthiness of Al systems:

Human agency and oversight

Technical robustness and safety

Privacy and data governance

Transparency

Diversity, non-discrimination, and fairness
Societal and environmental wellbeing
Accountability (European Commission 2019, 14)

NSO

Librarians can engage with the vendors of their library systems to open discussion
around the ways in which Al is used in their systems. There are many systems
used by libraries where AT has the potential to add value. Each has different ethical
dimensions some of which are explored by Jaillant and Caputo in the context of
digital libraries. They argue:

Instead, a framework of Al governance informed by well-developed language and procedures
of consent, power, inclusivity, transparency, and ethics and privacy, inspired by consolidated
practices among archivists as well in social science, historians and anthropologists, should
drive the adoption of Al (Jaillant and Caputo 2022, 833).

There is a realpolitik in institutions around investment that may make taking new
directions difficult: an investment in major change like the implementation of Al
may require a proof of concept initially to provide to the institution the value of
the expenditure. Furthermore, the adoption of AI may come organically through
the inclusion of Al in the software used in different sections of the library. The
level of governance needs to be measured against the level of risk. More scrutiny
is required where decisions about people and their livelihoods are involved, and
less scrutiny perhaps where the Al implementation is targeted at an activity like
reshelving books.

Many aspects of Al are beyond the governance of the library. The library’s
clients may be using agents such as ChatGPT and this use would be beyond the
reach of the library’s approach to governance as would the Al instruments built
into the architecture of systems purchased for use by the library. The laws around
use of Al are only now emerging, and lag in development and adoption behind
implementation of Al. There is indeed a tension in national competition to stay
on top of advances in Al, and the regulatory and governance elements that are
emerging to protect against the potential and actual harms arising from use of AL
The responses at the national level vary according to the importance accorded to Al


https://digital-strategy.ec.europa.eu/en/policies/expert-group-ai
https://digital-strategy.ec.europa.eu/en/library/assessment-list-trustworthy-artificial-intelligence-altai-self-assessment
https://en.wikipedia.org/wiki/Realpolitik#:~:text=Realpolitik%20(German%3A%20%5B%CA%81e%CB%88a%CB%90lpoli%CB%8Cti%CB%90k%5D,%2C%20moral%2C%20or%20ethical%20premises.
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and its governance by particular countries and vary significantly in relation to the
democratic orientation of the legislature.

Governance issues are not the only ones that come into play with AL The
design of Alis grounded in models created from exceptionally large data sources of
images, text, and video. The early efforts in natural language processing chatbots
by Microsoft demonstrated the problems that analysis of such deep resources can
present. The architects of large-scale Al consequently invest enormous funds into
data sanitisation (Oprea, Singhal, and Vassilev 2022). The source datasets used may
be skewed toward a particular group or area.

Engagement by Libraries with Artificial
Intelligence

Short of actions like Butlerian Jihad against computers found in Frank Herbert’s
science fiction novel Dune, there is little doubt that AI will become ever more
entrenched in all systems. The choice is not rejection but engagement with the
changes that will be wrought by the use of Al The IFLA Information Technology
Section has sponsored the creation of an Artificial Intelligence Special Interest
Group within IFLA to foster debate and engagement around Al The IT Section has
held a series of conferences in Europe, Africa and Asia and South America as a
means of strengthening the discussion on Al in the library field.

Going forward, there are many avenues for libraries to engage in Al They
include formulation of governance and ethical policies within libraries and any
parent institutions. Activities taken by libraries may entail evaluation and scru-
tiny of library software that includes Al Libraries can engage directly in the use of
Al software through the many commercial and open-source tools now available.
Libraries will be on the frontline for those asking about the implications of AI and
will need to be well placed to assist with answers.
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2 Current Directions for Artificial Intelligence
in Libraries: An Introductory Overview

“Is Al already in our libraries?” is the question posed by JuJa Chakarova in the first
chapter of this section on current directions in Al for libraries. And what is the
answer? In February 2024, a Google search using the keywords “artificial intelli-
gence” AND libraries yielded 400 million results. The numbers provide an unequiv-
ocal answer: absolutely. However, the picture is multifaceted and complex, and not
without uncertainties.
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Approximately 400,000,000 results (0.26 seconds)
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People have also asked

How do libraries use artificial intelligence? v
What is the future of Al in libraries? v
What are the advantages of artificial intelligence in libraries? v
What is the role of artificial intelligence in library automation? v

Figure 2.1: Screen shot of Google Search on Artificial Intelligence and Libraries, February 2024

The Impact of Artificial Intelligence on Libraries:
Challenges and Opportunities

The recent whirlwind in the field of AI and its pervasive evolution seem to have
ended, once and for all, the alternating springs and winters of Al developments
witnessed over the past 70 years. The ongoing rapid advances by no means exclude

3 Open Access. ©2025 the author(s), published by De Gruyter. This work is licensed under
the Creative Commons Attribution 4.0 International License.
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libraries. Are libraries perceived as isolated paradises that will remain unaffected
by the rise of AI? Or are libraries remnants of the past doomed to decline and dis-
appear, unable to enjoy the benefits of AI? It depends on whether one wishes to
highlight the many risks or the enormous opportunities of AL

Ajourney has certainly begun, but to understand and explore the potential for
Al in libraries, one must first focus on the overall scenario of AI and the scope of
the Al revolution and its impact on the world and society. Where is Al headed and
how should it be directed? The various domains of Al and the applications that can
significantly enhance available knowledge and access to it impact on the found-
ing purpose of libraries. It is necessary however to appreciate the vast changes
occurring not only in the technology but in the world at large before examining
the import for libraries of Al. Engaging with the structural turning point caused by
the ubiquity of Al exposes libraries to risks that are fundamentally similar to those
faced by society as a whole. But the perceived risks of using Al in libraries might
include the potential undermining of the essential defining characteristics and
fundamental values of libraries which emphasise the absence of discrimination
in knowledge access, the prevention of bias in access tools and knowledge content,
respect for privacy, and due regard for intellectual property rights. Al might endan-
ger the basis of the very existence of libraries.

Libraries have never been exempt from deficiencies and inadequacies in
relation to implementing their declared values. For example, bibliographic classi-
fications and subject headings in catalogues and databases bear witness to wide-
spread bias. However, the compounding capacity of Al can lead to an exponential
amplification of any bias already present in knowledge content when constructing
responses to information searching. Al, through its unparalleled capacity for pen-
etrating multiple layers of knowledge, has a greater potential to encroach on the
right to privacy than in the past. Al can also engender intellectual production of
new content in a manner that makes it difficult, if not impossible, to understand
or trace improperly used sources. Simultaneously, Al presents itself as a fertile
wide-ranging means of enhancing in previously unimaginable ways the core functions
that define the raison d’étre of libraries through augmenting discovery, access to, and
use of available knowledge, the creation of user-friendly dialogue tools, the provision of
personalised response to enquiries, and delivery of uninterrupted service availability.
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Navigating the Future of Librarians: Adapting to
the Age of Artificial Intelligence

The inexhaustible and as yet unknown potential of Al brings forth another spectre:
that of the redundancy of the librarian, whose role as an intermediary between
the user and knowledge might be better fulfilled by artificial intelligent agents.
However, the proactive presence of library professionals is crucial to ensuring that
Al developments remain aligned with the basic principles and values of libraries
and guaranteeing the quality of Al-generated outcomes. On the one hand, librari-
ans must work for useful applications of Al in the library even though there might
be a lack of sense of any opposition to the penetration of Al in the library. Oppos-
ing the integration of Al into the work of librarians to avoid the risk of librarians
becoming superfluous would be futile. History demonstrates that no profession has
survived when its necessity or utility has waned with the emergence of new ways
of meeting service needs. Paradoxically, if the adoption of artificial intelligence
were to lead to the extinction of the librarian profession, the librarians themselves
should make every effort to ensure that what replaces them outperforms their own
performance.

The mere preservation of the species is not a worthy aspiration for a profes-
sion in the service of the community. But the disappearance of librarians is not
currently on the horizon.

The work of libraries and librarians remains essential, not only to ensure the
development of Al applications that uphold the library’s core values but also to
provide the sustenance and innovative directions required by libraries. Libraries
continue to be custodians of an enormous wealth of knowledge not all of which has
been digitised and libraries must emphasise the need of transferring knowledge
to new formats to fuel AI processes. The creation of the digital body of knowledge
is an ongoing task, which has its roots in the past, is far from complete and must
continue. The AI “methods... promise enormous potential for the (semi-)automated
curation of digitized cultural heritage in libraries, archives, and museums, as well
as for the computational analysis of cultural heritage data” (Neudecker 2022) and
provide new and diverse opportunities for responsible and effective curation
and stewardship of cultural data which will reveal additional content and ensure
quality service delivery.



20 —— Leda Bultrini

Unlocking New Directions for Established
Functions and Skills

Al offers enhanced opportunities for adding value to the information produced by
libraries in the course of their functions. Existing data available on collections and
their use, inquiries, consultations, loans, requests for materials not held, user eval-
uations, along with the metadata in catalogues and databases, and the development
of collections, to name just some of the areas. The availability of vast quantities of
data of this kind, on a large scale, with due respect for privacy, could potentially
serve as valuable material for Al applications. As noted futurist David Weinberger
has observed in an interview with Zaccuri, manipulation and analysis of such data
using Al would benefit not only the libraries themselves and their interactions with
users, but also contribute to a broader spectrum of knowledge about communities
(Zaccuri 2021).

With regard to reading skills and digital literacy, libraries have both the respon-
sibility and the capacity to play a crucial role in narrowing the knowledge gap in
society concerning the tools, applications, opportunities, and challenges associated
with the pervasive influence of Al in people’s lives (Ylipulli and Luusua 2019). Many
lack awareness of Al developments and their impact, while Al is shaping people’s
lives in an ontological way and changing the very nature of being (Escobar 2018).

An open arena for the involvement of libraries and librarians lies in their inter-
action with commercial producers of Al Libraries and librarians can take the lead
in shaping market trends in Al applications, steering vendors in the right direction
by providing standards and guidelines and focusing on applications that are not
only effective but also ensure transparency, scalability and accessibility (Cordell
2020, 63—64). Libraries through taking proactive stances in relation to Al develop-
ments can safeguard equal opportunities for smaller institutions and peripheral
communities. Ensuring equity is even more critical than the development of spe-
cialised implementations. It is easier for large, academic, national entities to make
appropriate and useful Al projects and the examples presented in the book prove
this. The difficulties are mainly for small or marginal libraries. The successful inter-
ventions in Al and case studies within large libraries and well-endowed institutions
explored within this book nonetheless provide models for others to follow.
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Resource Challenges in the Age of Artificial
Intelligence: Expertise, Funding, and Competition

The availability of resources and their allocation are critical to the successful devel-
opment and implementation of Al in libraries. Resources encompass the requisite
expertise, which is not always available in libraries, particularly in smaller insti-
tutions. Training programmes, both within libraries and in academic institutions
responsible for training or educating new professionals, can address this need but
are not effective solutions when staff numbers are limited, and/or when an infor-
mation technology (IT) team presence is minimal or absent.

Resources also include the funds required to execute specialised projects tai-
lored to specific contextual needs. Al application projects are often intricate, long-
term, subject to technological evolution, and therefore expensive and challenging.
Securing approval from decision-makers, even within well-funded institutions, can
be difficult. For simpler implementations like chathots, the availability of numer-
ous open-source resources facilitates the process but does not replace the work of
specialists who may not be available locally.

Another issue is the highly competitive market for specialised expertise.
Libraries and their parent institutions play in the Al space at a disadvantage, due
not only to limited financial resources but also to the regulatory constraints they
face. They may not be able to recruit appropriate staff because the governance
regimes may result in longer decision-making timelines compared to private com-
panies. Recruiting appropriate staff can be difficult with long lead times because of
bureaucratic obstacles.

But libraries have at their disposal a traditional and well-established tool that
has proven indispensable and successful in addressing various challenges: cooper-
ation. Collaborating on specific projects maximises the resources available, pools
expertise and knowledge, provides opportunities for multiple implementation,
extends outcomes and benefits many libraries and their communities. Presenting
a united front in interactions with the marketplace provides greater strength and
credibility to libraries as potential buyers who prioritise innovation while being
mindful of product quality and user rights. Converging on common positions in dia-
logue with the political institutions responsible for shaping Al regulations ensures,
in the midst of competing interests, an additional voice for advocates of Al develop-
ments that do not result in rights violations and increased inequity (Bradley 2022).
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The Contributions in this Section

This section undertakes an examination of Al adoption levels within libraries, iden-
tifies associated challenges, and proposes possible approaches. Delving into ethical
and regulatory dimensions alongside organisational and economic facets, it offers
insights into navigating the complexities inherent in Al integration. Juja Chakarova
explores the historical progression of technical development across industrial rev-
olutions, highlighting the current advancements in communication and computing
that have led to ubiquitous computing, robotics, and Al, with a focus on major sub-
fields of AI and its potential impact on traditional professions like librarianship,
emphasising the need for investment in new skills and ethical standards. Mojca
Rupar KoroSec addresses the importance of establishing open ethical and legal
frameworks for AL particularly in library environments, to tackles issues such as
user privacy, transparency, and bias, with a particular focus on developments in the
European Union. She also refers to international initiatives like the International
Research Centre on Artificial Intelligence under the auspices of UNESCO (IRCAI)
in Slovenia and the Global Partnership on Artificial Intelligence (GPAI) promoting
responsible Al development globally. Bohyun Kim provides examples of Al appli-
cations in libraries and discusses the slow adoption of AI and machine learning in
libraries and archives due to experimental use and limited deployment of machine
learning applications, highlighting the challenges such as cost implications and the
need for specific expertise and infrastructure.
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3 Artificial Intelligence: Already in
Libraries?

Abstract: This chapter explores ideas of technical development through four indus-
trial revolutions. Current innovations in communication and computing have led
to ubiquitous computing, robots and artificial intelligence (AI). While the term
Al was introduced in the mid-20th century, its ideas build on the developments
in logic, mathematics, engineering and philosophy from antiquity to the present.
Major subfields of AI include machine learning (ML), neural networks, computer
vision, speech recognition, and natural language processing (NLP). Al is expected
to disrupt the traditional professions as they are currently known. Fears are raised
regarding job insecurity, along with AI biases and risks. Governments and inter-
national organisations are seeking to assist the progress of a human-centric Al by
developing ethical standards. What are the current uses of Al and robots in librar-
ies? How will they impact the profession of librarianship? Libraries promote inno-
vation in their services because they are traditionally user-oriented but must share
the risk and cost of Al projects to be effective. Most importantly, libraries must
invest in new skills and knowledge to ensure competent librarians for the future.

Keywords: Robots; Artificial intelligence — Library applications; Fourth industrial
revolution

Four Industrial Revolutions

Human development has striven to understand nature’s forces and increase its
chances for survival and consequently involved itself in scientific research and
the application and implementation of technological results to ensure ongoing
adaptation to new circumstances. The term Industrial Revolution (IR) was first
used by Arnold Toynbee (1852-1883) to describe Britain’s economic development
from 1760 to 1840, but later applied more broadly to describe the process of eco-
nomic transformation (Britannica 2023). The last two and a half centuries have
witnessed four industrial revolutions. The first IR was powered by steam and water
and transformed society from an agrarian society to an industrial one. The steam
engine developed by James Watt was introduced commercially in 1776 and suc-
ceeded in the early 1800s by the steam-powered locomotive of Richard Trevithick.
Steam-powered ships began to transport freight across the Atlantic and locomo-
tives connected Britain’s industrial hubs.
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The second IR (1870-1914) was powered by oil and steel and witnessed the
invention of the telephone, light bulb and internal combustion engines by Nico-
laus Otto in 1864 and Rudolf Diesel in 1892. Electrical power was also introduced
leading to industrialisation, standardisation and mass production.

The third IR or digital revolution began in the latter part of the 20™ century, was,
and continues to be, marked by the developments in electronics, and information
and communication technologies (ICT). Society has witnessed the development of
ubiquitous computing as predicted by the now famous Moore’s law stating that the
number of transistors on a microchip doubles about every two years. This so-called
exponential growth enables the computer power to also double and allows the min-
iaturisation of computing devices. Some famous predictions about the future of
computing have failed to eventuate, like the one by IBM’s early President, Thomas
J. Watson, who allegedly said in 1943: “I think there is a world market for maybe
five computers”.

The fourth IR combines the physical, digital and biological worlds, enabled by
quantum computing, genetic engineering, robots, cyber-physical systems and arti-
ficial intelligence (AI) (Schwab 2016). Is society on the verge of the 4IR or has it
already started?

What is Artificial Intelligence?

Although the term artificial intelligence (AI) was introduced in the mid-20% century,
the pillars of the concept were erected throughout many earlier centuries. Out of
the pléiade of philosophers and scientists over time, one whose earlier contribu-
tions were crucial, was the Greek philosopher Aristotle (384-322 BC) who devel-
oped in his Analytica Priora the first principles of reaching a conclusion from a set
of premises, guided by rules known as syllogisms (Aristotle 350BC). A syllogism is
a logical argument based on two propositions or premises which if assumed to be
true lead to a conclusion. A familiar example of a syllogism is:

— All humans are mortal

—  All Greeks are humans

— Therefore all Greeks are mortal.

To be mortal belongs to all human beings; to be a human being belongs to all Greeks;
therefore, to be mortal belongs to all Greeks. Aristotle was the founder of formal
logic, which is widely used in academic discourse, IT and Al The If-Then principle,
is the core of computer programming and loops.


https://en.wikipedia.org/wiki/Second_Industrial_Revolution
https://en.wikipedia.org/wiki/Nicolaus_Otto
https://en.wikipedia.org/wiki/Nicolaus_Otto
https://en.wikipedia.org/wiki/Rudolf_Diesel
https://en.wikipedia.org/wiki/Information_Age
https://en.wikipedia.org/wiki/Moore%27s_law
https://en.wikipedia.org/wiki/Thomas_J._Watson#:~:text=His%20role%20model%20is%20Tom,market%20for%20about%20five%20computers.
https://en.wikipedia.org/wiki/Thomas_J._Watson#:~:text=His%20role%20model%20is%20Tom,market%20for%20about%20five%20computers.
https://www.weforum.org/agenda/2016/01/the-fourth-industrial-revolution-what-it-means-and-how-to-respond/
https://en.wikipedia.org/wiki/Aristotle
https://en.wikipedia.org/wiki/Syllogism
https://en.wikipedia.org/wiki/Argument
https://philphys.hypotheses.org/138
https://philphys.hypotheses.org/138
https://philphys.hypotheses.org/138
https://math.hawaii.edu/~ramsey/Logic/IfThen.html#:~:text=Compound%20sentences%20of%20the%20form,is%20both%20true%20and%20false).
https://www.thoughtco.com/definition-of-loop-958105

26 = Juja Chakarova

Key scientists related to developing Al include Alan Turing, John McCarthy and
Douglas Hofstadter. Alan Turing (1912 — 1954) was an English mathematician and
computer scientist, widely considered the father of theoretical computer science
and AL As a cryptologist he broke the code of the German Nazi Enigma machine
in 1939. In 1950 Turing addressed the differences between human and machine
intelligence and developed a standard test for a machine to be called intelligent. A
computer could be said to think if a human interrogator asked questions of both a
computer and a human and could not differentiate between the answers provided.

ohn McCarthy (1927 — 2011) was an American computer and cognitive scien-
tist. In 1955 McCarthy along with Marvin Minsky, Nathaniel Rochester, and Claude
Shannon drew up the Dartmouth Workshop proposal to the Rockefeller Founda-
tion. For the workshop he envisioned “a 2-month, 10-man study of artificial intel-
ligence” (McCarthy et al. 1955, 2). The six-week workshop took place at Dartmouth
College in Hanover, New Hampshire in 1956 and became a seminal event. The most
remarkable result of the Dartmouth proposal was the successful adaptation of the
term “artificial intelligence” with its origins in an engineering discipline whose
relationship to biological organisms is mostly metaphorical and inspirational. Even
now, there is an ongoing debate about whether machines can think or just simulate
thinking.

Douglas Hofstadter (1945-) is an American cognitive scientist. In 1977 at
Indiana University, he launched a program called “artificial intelligence research”,
but later renamed it to “cognitive science research”. Even though Hofstadter stated
that he had no interest in computers, his extraordinary work inspired many stu-
dents to start careers in AI (Hofstadter 1979, 2007).

Definitions of Artificial Intelligence

Numerous definitions exist to capture the meaning of AL According to McCarthy
and his colleagues in the Dartmouth proposal “...the artificial intelligence problem
is taken to be that of making a machine behave in ways that would be called intel-
ligent if a human were so behaving” (McCarthy et al.1955, 11). Half a century
later, McCarthy defined Al as “the science and engineering of making intelligent
machines, especially intelligent computer programs. It is related to the similar
task of using computers to understand human intelligence, but AI does not have to
confine itself to methods that are biologically observable” (McCarthy 2007).

But how can intelligence be defined? McCarthy added to his definition of AI
“Intelligence is the computational part of the ability to achieve goals in the world.
Varying kinds and degrees of intelligence occur in people, many animals and some
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machines” (McCarthy 2007). Debates are ongoing about the most appropriate defi-
nition of human intelligence. Highly advanced machines like Deep Blue and others
beat humans in chess, and games like Jeopardy or Go. Are the machines intelligent,
or just fast processors? Such machines possess enormous datasets and simulate
mental activity but are they really thinking?

Some writers like Ray Kurzweil and Nick Bostrom have predicted that comput-
ers will surpass human intelligence before the end of this century. Kurzweil uses the
term “singularity” (Kurzweil 2005), while Bostrom calls the phenomenon “superin-
telligence” (Bostrom 2014). Other researchers are more sceptical. Hubert Dreyfus
ridicules the claims of “progress” in human cognitive processes as a “displacement
toward the ultimate goal” saying: “According to this definition the first man to
climb a tree could claim tangible progress toward reaching the moon” (Dreyfus
1972, 12). Jerry Kaplan argues that the term artificial intelligence itself is mislead-
ing and creates unfounded expectations and misconceptions. Kaplan provocatively
asks what would have happened if airplanes were called “artificial birds” (Kaplan
2016, 16). Such a nomenclature would “spark philosophical debates as to whether
airplanes can really be said ‘to fly’ as birds do, or merely simulate flying”. Inter-
estingly, a great scientist and a great innovator of the 21 century voiced caution
towards artificial intelligence exceeding human intelligence. Stephen Hawking
said at the Web Summit conference in Lishon in 2017: “Success in creating effective
AJ, could be the biggest event in the history of our civilization, or the worst” (Molina
2017). Elon Musk said in 2014 that Al is probably our biggest existential threat and
with it “we are summoning the demon” (McFarland 2014).

Subfields of Artificial Intelligence

Dreyfus defined the following four areas of Al: game playing, language translat-
ing, problem solving and pattern recognition (Dreyfus 1972, xxxiii). Over fifty years
after this segmentation of Al, numerous subfields have emerged. One researcher
listed 87 of them. The following list is much shorter but contains the main subfields:
machine learning (ML) and its branch artificial neural networks (ANN), computer
vision (CV), speech recognition, natural language processing (NLP), and robotics.
ML is the science of training a device or software to perform tasks. Its capabili-
ties may be fine-tuned by feeding in more data, so that it can learn over time. ML is
used in libraries for automated indexing of documents against a controlled vocabu-
lary or a thesaurus. The process can involve the use of ANN and deep learning. ANN
is a computer program inspired by principles of a real neural network, such as the
human brain. ANN consists of nodes connected by edges, which model the neurons
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and synapses in a brain. Signals travel through the layers of the nodes and produce
an output prediction. Deep learning is used in areas ranging from autonomous cars
to robotics.

Computer vision (CV) is the process of analysing visual images, so that comput-
ers can read the imagery and see. When a Google search for images is conducted,
the search engine algorithms search the metadata associated with the images,
but the development of CV changes the process. The computer can process, for
example, flat two-dimensional images of a scene from different angles and recon-
struct a three-dimensional model. CV can be used to analyse sound because the
sound chart is also a visual image.

Speech recognition or speech-to-text is a “capability which enables a program
to process human speech into a written format” (IBM n.d.). Analysing and tran-
scribing speech faces different problems, like separating signal from noise. As
many discover when learning a new language and listening to native speakers,
there is no obvious break between words. The flow or signal is continuous, and the
intonation of the speaker can change the meaning completely. The tools performing
speech recognition need a period of training to adjust to the voice of the user before
becoming operative.

An early approach characteristic of NLP focused on codifying word catego-
ries and syntax. It was not fully successful because many exceptions exist in any
language. NLP moved on to the use of statistical machine learning methods. For
example, Google Translate, Trados and DeepL Translator build on big data files con-
taining the official translations of documents which codify and confirm existing
rules and practices combined with maintaining flexibility for learning. Translating
is but one example of the use of NLP. NLP is used for indexing, creating summaries
and answering questions. Chat GPT provides all these services and can even create
a presentation with one’s own voice. Time is the most expensive commodity and
saving it creates a niche for NLP.

Robotics is a large subfield of AL Multiple types of robots have been devel-
oped ranging from pre-programmed to humanoid to autonomous, teleoperated
and augmented. Pre-programmed robots operate based on a predetermined set
of instructions or programming. They follow a specific sequence of actions and
are suitable for repetitive tasks, for example, on manufacturing assembly lines.
Autonomous robots have the ability to operate and make decisions without contin-
uous human intervention. They use sensors, algorithms, and artificial intelligence
to navigate and perform tasks independently. Examples include self-driving cars,
drones, robotic vacuum cleaners, and radio frequency identification (RFID) inven-
tory robots. Humanoid robots are designed to resemble and mimic human move-
ments and characteristics. They typically have a human-like appearance with arms,
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legs, and a head. Humanoid robots are developed for various purposes, including
research, assistance to elderly people, and even companionship.

Teleoperated robots are controlled by a human operator from a remote loca-
tion. These robots receive commands from a human, usually through a controller
or a computer interface, and perform tasks in environments that may be hazard-
ous or difficult for humans to access directly. This type of robot is commonly used
in fields such as bomb disposal, space exploration, and underwater exploration.
Augmented robots are equipped with additional technologies or capabilities to
enhance their performance. The additions might include sensors, cameras, or other
tools to improve their perception abilities, decision-making processes, or overall
functionality.

The integration of Al into the field of art has led to innovative and intriguing
creations with many questioning the results. Many services are now available for
the creation of music (McFarland 2024), but when a song for Luxembourg’s National
Day in 2017 was composed by Al , it was novel but provoked serious discontent
among the composers (Huberty 2017). AI algorithms on systems like DALL-E2 can
be used to create visually stunning and abstract artworks although many ask what
it means for creativity (Clarke 2022).

The Future of the Professions

Machines have made human life more secure and comfortable throughout the
various industrial revolutions. The changes and improvements have however also
seen a parallel trend of creating fear and job insecurity. The beginning of the 19%
century saw for example the emergence of the Luddites in England, a group of
textile workers who sought to destroy the machines in their industry which they
perceived were replacing skilled workers. With the vast implementation of robots
and Al fears of loss and change are revived on a new scale. Richard Susskind
(1961-), a British author and professor specialising in legal technology, predicts in
a book, co-authored with his son, Daniel, The Future of the Professions, the decline
of the professions as they are currently known (Susskind and Susskind 2015). The
book refers to an article of Julian Baggini on the changes wrought by new technol-
ogy on the role of the barista in Italy. The traditional skilled task of blending and
serving coffee was fundamentally altered with the introduction of coffee machines
and capsules containing special coffee blends. “Baristas were talented artisans in
a richly human process...baristas themselves also lament the loss of their craft”
(Susskind and Susskind 2015, 324). While the introduction of coffee capsules was an
innovative technology, it brought a disruption in the task of the barista.
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“Disruptive innovation”, a term introduced in the early 1990 by Clayton Chris-
tensen (1952-2020), is an innovation that makes products and services more acces-
sible and affordable, however displacing established competitors (Clayton Chris-
tensen Institute n.d.). Disruptive technologies and services lead to the decline of
some professions and create the need for new ones. The Susskinds reflected in 2015
on the professions of lawyers, teachers, tax advisors and consultants and argued
that the traditional knowledge gatekeepers would gradually delegate some of their
tasks to intelligent systems, first the repetitive tasks, but later more sophisticated
ones. The prediction was that:

... Increasingly capable systems will transform the work of professionals, giving birth to new
ways of sharing practical expertise. In the long run... our professions will be dismantled incre-
mentally (Susskind and Susskind 2015, 271).

While the book does not refer specifically to the profession of librarianship, a mag-
nifying glass can be applied to reflect on the possibilities. Robots and AI will in
the future be able to take decisions, even in a courtroom. Legal technologists are
asking: “Is court a service or a place?” (Susskind 2019, 93) questioning whether
people in dispute really need to congregate in physical court rooms to settle their
differences. As libraries increasingly offer their resources and services online, the
same question can be asked: Are libraries services or places? With the introduction
of Al and robots, another reasonable question to put is whether the robot will assist
the librarian or replace her. Asked that question in 2018, 89.47% of an international
survey’s respondents declared that they did not have such fears (Chakarova 2018,
100-104). Would a different answer emerge six years later in 2024?

Robots in Libraries

The International Federation of Robotics (IFR) distinguishes industrial and service
robots and refers to the International Organization for Standardization (ISO) defi-
nitions:

“Industrial robot” is an “automatically controlled, reprogrammable multipurpose manipu-
lator, programmable in three or more axes, which can be either fixed in place or fixed to
a mobile platform for use in automation applications in an industrial environment” (ISO
8373:2021).

“Service robot” is a “robot in personal use or professional use that performs useful tasks for
humans or equipment” (ISO 8373-2021).
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ISO has recently added a third category, “medical robot,” which is also defined by
ISO 8373:2021. The World Robotics Reports issued by IFR in 2023 stated that the
stock of operational robots around the globe exceeded 3.9 million units in 2022
(IFR 2023a; IFR 2023b). However, sales of professional service robots marked an
impressive 48% growth in 2022. Robots can perform the functions conducted by
doctors, policemen, composers (Huberty 2017), people who care for the elderly, and
can even build a museum of robotics (Archello 2022).

It is certain that AI and robotics will affect the profession of librarians as tra-
ditional custodians of knowledge. There are already numerous Al implementa-
tions in libraries, archives, and museums, namely in computer vision, NLP, robots
that make RFID inventories, item delivery and storage, machine learning, search
engines, indexing and many other areas. A new framework called STEP, Segmenta-
tion, Transition, Education and Performance, has been developed by a three-year
research project to help staff make effective use of new technologies like AL Once
implemented, STEP assists leaders to segment tasks suitable for Al transition tasks
among work roles, educate staff about Al and evaluate performance to reflect
learning and use of AI (Leonardi 2023).

Why do libraries delegate some tasks to machines or systems? Since the introduc-
tion of online catalogues, library holdings are discoverable 24/7. With the implemen-
tation of RFID based self-check lending systems, libraries can be open to users 24/7
with no need for librarians to be present. The readiness to delegate tasks to machines
is motivated by professional dedication to serve users and constituencies better and
to deliver continuous and seamless services. Is there a limit to this trend, or will librar-
ians contribute to the annihilation of their own profession? Will librarians contribute
to the disruptive process or allow libraries to be disrupted? Will librarians lead the
process, contribute actively to developments, or be part of the collateral damage?

Artificial Intelligence and Ethics

Al raises concerns not only regarding the loss of jobs, but also concerns about
biases and other ethical issues. International organisations, as well as national
bodies, have defined the framework of Al development and ethical standards. In
April 2019, the European Commission’s High-Level Expert Group on Al presented
Ethics Guidelines for Trustworthy Artificial Intelligence. According to the Guidelines,
trustworthy Al should be:

(1) lawful — respecting all applicable laws and regulations
(2) ethical — respecting ethical principles and values
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(3) robust — both from a technical perspective while taking into account its social environ-
ment (European Commission 2019).

To ensure a human-centric and ethical development of Al in Europe, the European
Commission further submitted in April 2021 a proposal for Al regulation or the
so-called Artificial Intelligence Act (European Commission 2021). The rules estab-
lish different levels of risk and prohibit AI systems which might have an unaccept-
able level of risk to people’s safety. While the Council of the European Union (EU)
approved a compromise version of the Act, discussion continued with various dis-
agreements on the definitions of Al systems and autonomy. The EU Parliament and
the EU Council finally agreed on a draft Regulation, or the so-called AI Act in late
2023 (Council of the European Union 2023). The AI Act, published in the Official
Journal of the EU on June 13, 2024, builds on the high-risk classification, to ensure
that Al systems on the European market are not likely to cause serious fundamental
rights violations or other significant risks (European Union 2024).

UNESCO adopted a Recommendation on the Ethics of Al in November 2021
to contribute to the international regulatory framework seeking to achieve
human-centred AI (UNESCO 2021). Italy launched in November 2021 its strategic
programme on Al for 2022-2024, aiming to develop a global hub of Al research and
innovation within Italy (Italian Government 2021).

Conclusion

The last few years have witnessed a number of Al implementations in libraries.
However, the process is not only costly, but also involves many iterations in project
development accompanied by the risk of error and failure. It is necessary to work
with others, combine efforts and share the risk and the cost of library Al projects.
Adopting the long view on the library and the profession and ensuring the library
meets its mission in serving the information needs of its community require signif-
icant investment. The investment is not only in Al infrastructure and technology,
but firstly and most importantly in the education and development of library staff
to ensure successful implementation of Al Librarians must begin to plant seeds in
a field where they may never live to harvest the crop.
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4 Developing Artificial Intelligence in an
Ethical Way in European Libraries

Abstract: Artificial intelligence (Al) is already playing a role in people’s everyday
lives and its proper evaluation is increasingly important. This chapter explains the
priority of Al in the context of the European Union (EU) as the technology is central
to the digital transformation of the economy and society. The trends in the legal
framework proposed by the EU are laid out and the strategies followed by institu-
tions dealing with the issues are explored. Appropriate handling of data is the most
important aspect in the library ecosystem and the links between the use of AU in an
ethical way and libraries are discussed. Various documents produced by the EU on
Al are identified and their implications explored. The implications of a report on
the use of Al in the fields of education, culture and audiovisual fields are particu-
larly noteworthy for libraries. The impact of work by the World Commission on the
Ethics of Scientific Knowledge and Technology (COMEST) established by UNESCO
is also highlighted. An important document on artificial intelligence and libraries
published in 2020 by the International Federation of Library Associations and Insti-
tutions (IFLA) inspired this chapter (IFLA 2020).

Keywords: European Union; Data protection; Artificial intelligence — moral and
ethical aspects; Intellectual property

Introduction

This chapter presents a review of the guidelines on data handling that the Euro-
pean Union (EU) is setting due to the growing role of artificial intelligence (AI) in
everyday lives. There are many dimensions related to the use of Al, but whatever
the application, a top priority must be ethical considerations. Today, data is the
most valuable of assets, and libraries need to be aware of its value and treat it
accordingly. This chapter seeks to show that libraries can be a model to demon-
strate to others how data can be treated ethically. Special attention is given to the
library ecosystem and how data is managed within it. The appropriate governance
of data in the library environment shows how data can be managed and demon-
strates what ethical data governance means. Finally, the Slovenian approach to Al
development and governance is presented.
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A definition of data ethics is provided from the handbook Dataethics: Princi-
ples and Guidelines for Companies, Authorities & Organisations as context for what
follows in this chapter:

Data ethics is about the responsible and sustainable use of data. It is about doing the right
thing for people and society. Data processes should be designed as sustainable solutions ben-
efitting first and foremost humans (Tranberg et al 2018, 7).

Given that current Al is data driven, it follows that data ethics underlie AI develop-
ments. But it is now well understood that Al poses fundamental ethical challenges.
For example, the guide Understanding Artificial Intelligence Ethics, and Safety iden-
tifies the potential harms caused by Al systems and proposes concrete, operational
measures to counteract them (Leslie 2019). Those harms are the misuse, abuse,
poor design, or negative unintended consequences. The public sector or organi-
sations such as libraries can anticipate and prevent potential harm by developing
and stewarding a culture of responsible implementation of ethical, fair, and safe Al
systems including data.

Fostering the development and applications of data science while ensuring the respect of
human rights and the values shaping open, pluralistic and tolerant information societies is a
great opportunity of which we can and must take advantage (Floridi and Tadeo 2016, 2)

Developing such checks will be supported in the EU because of its approach to the
regulation of Al Therefore, much of this chapter points the reader to some of the
key documents that set out the EU vision.

The European Union’s Emerging Position on
Artificial Intelligence

Al is a priority for the EU, because the technology is predicted to play a key role in
the digital transformation of the economy and society. The European Parliament
has adopted as a priority a European regulatory framework for Al, which seeks to
provide a safe, stable, and competitive environment for the research and devel-
opment of Al applications that can stimulate innovation and economic growth in
Europe. The EU has prepared many studies and proposals.

The study by the European Parliament entitled The Ethics of Artificial Intelli-
gence: Issues and Initiatives released in March 2020, presented the requirements
for transparency, accountability, and equity in data collection and data ethics with
their ethical implications. The study proposed guidelines and raised ethical issues
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regarding mechanisms for the fair sharing of benefits and the allocation of respon-
sibilities in light of all the changes being witnessed (European Parliament 2020).
The path to implementing appropriate regulations in the EU on artificial intelli-
gence has been complex and a useful library guide on the topic has been provided
by the European Commission (European Commission 2024a).

The legal basis for the use of AI by the EU was put forward in early 2021 in a
proposal from the European Commission: “Proposal for a Regulation of the Euro-
pean Parliament and of the Council Laying Down Harmonised Rules on Artificial
Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative
Acts” (hereinafter referred to as Proposal) for a regulation of the European Par-
liament and Council which would lay down harmonised rules applying to the
use of AI and recommending the adoption of an Artificial Intelligence Act. The
European Commission set out a strategic vision to promote the internal develop-
ment and use of legal, secure and trustworthy artificial intelligence systems and
prepared to implement the world’s first comprehensive law on artificial intel-
ligence. The Proposal included concrete actions on how the Commission would
build institutional and operational capacity to ensure the safe, transparent and
human-centred use of Al in its work. It set the objectives to be achieved within
the EU:

—  ensure that Al systems placed on the Union market and used are safe and respect exist-
ing law on fundamental rights and Union values;

—  ensure legal certainty to facilitate investment and innovation in AT,

— enhance governance and effective enforcement of existing law on fundamental rights
and safety requirements applicable to Al systems;

—  facilitate the development of a single market for lawful, safe and trustworthy Al applica-
tions and prevent market fragmentation (European Commission 2021).

The document highlighted the areas to be covered by the Artificial Intelligence
Act. The rules proposed by the European Commission three years ago aimed to set
global standards and parameters for the use of Al in a wide range of industries.
Much of the attention of experts focused on the safety of using generative Al which,
with its algorithms, can obscure facts and introduce fiction into public life.

In December 2023, the European Parliament and Council reached a provisional
agreement on the Act “to ensure that fundamental rights, democracy, the rule of law
and environmental sustainability are protected from high-risk Al, while boosting
innovation and making Europe a leader in the field” (European Parliament 2023).
France finally signed up to the agreement after ensuring strict conditions that bal-
anced transparency and commercial confidentiality and reduced the administra-
tive burden of high-risk AI systems.
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In January 2024, the Commission adopted the AI@EC Communication, which
underlines the importance of safe, transparent and human-centred use of Al tech-
nologies. The guidelines call for internal adaptation, innovation and early adoption
of Al to set an example of best practice (European Commission 2024b).

Artificial Intelligence in Education and Cultural
Areas

Given the importance of the particularly significant issues associated with the use
of Al in education and cultural areas, the European Parliament adopted a Report
on the Use of Artificial Intelligence in the Fields of Education and Culture and Audio-
visual (European Parliament 2021a), calling for AI technologies to be designed in
a way that would avoid bias based on gender, social status or culture and protect
diversity. This report is currently the most appropriate starting point for consid-
eration of the issues in a library environment. An ethical framework for data and
the algorithms applied to the data is necessary because the use of Al technologies
in education, culture, and the audiovisual sectors has the capacity to affect the
very foundations of t society’s rights and values. The report makes many important
General Observations, including:

1. Underlines the strategic importance of Al and related technologies for the Union;
stresses that the approach to Al and its related technologies must be human-centred and
anchored in human rights and ethics, so that AI genuinely becomes an instrument that
serves people, the common good and the general interest of citizens;

2. Underlines that the development, deployment and use of Al in education, culture and
the audiovisual sector must fully respect fundamental rights, freedoms and values,
including human dignity, privacy, the protection of personal data, non-discrimination
and freedom of expression and information, as well as cultural diversity and intellec-
tual property rights, as enshrined in the Union Treaties and the Charter of Fundamental
Rights;

3. Asserts that education, culture and the audiovisual sector are sensitive areas as far as
the use of Al and related technologies is concerned, as they have the potential to impact
on the cornerstones of the fundamental rights and values of our society; stresses, there-
fore, that ethical principles should be observed in the development, deployment and use
of AI and related technologies in these sectors, including the software, algorithms and
data used and produced by them (European Parliament 2021a)

Specific indicators for measuring diversity and inclusive ethical datasets must be
developed and humans must always take responsibility.
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Trustworthy Artificial Intelligence

The European Commission proposed new rules and actions for trustworthy Al in
its 2021 Proposal. The Commission presented regulations on Al as one of the key
technologies for future innovation, nothing that the ethical implications needed to
be considered for any specific use case.

This proposal aims to implement the second objective for the development of an ecosystem of
trust by proposing a legal framework for trustworthy AL The proposal is based on EU values
and fundamental rights and aims to give people and other users the confidence to embrace
Al-based solutions, while encouraging businesses to develop them. AI should be a tool for
people and be a force for good in society with the ultimate aim of increasing human well-be-
ing (European Commission 2021).

Decisions made by Al systems only come with a certain, measurable accuracy, and
rarely reach 100%. The accuracy of human oversight should be used as a bench-
mark for assessing the quality of an AI system. Section 2.3 of the Proposal notes:

For high-risk Al systems, the requirements of high quality data, documentation and traceabil-
ity, transparency, human oversight, accuracy and robustness, are strictly necessary to miti-
gate the risks to fundamental rights and safety posed by AI and that are not covered by other
existing legal frameworks (European Commission 2021).

The Proposal indicates in Article 15, Accuracy, robustness and cybersecurity:

1. High-risk AI systems shall be designed and developed in such a way that they achieve,
in the light of their intended purpose, an appropriate level of accuracy, robustness and
cybersecurity, and perform consistently in those respects throughout their lifecycle.

2. Thelevels of accuracy and the relevant accuracy metrics of high-risk Al systems shall be
declared in the accompanying instructions of use.

3. High-risk Al systems shall be resilient as regards errors, faults or inconsistencies that may
occur within the system or the environment in which the system operates, in particular due
to their interaction with natural persons or other systems (European Commission 2021).

The Work of Other Organisations

It is important to take note of the work around AI of the World Commission on
the Ethics of Scientific Knowledge and Technology (COMEST) as an advisory body
and forum established by UNESCO in 1998. The Commission is composed of leading
scholars from scientific, legal, philosophical, cultural and political disciplines from
various regions of the world and is mandated to formulate ethical principles for
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decision-makers. The COMEST Extended Working Group on Ethics of Artificial
Intelligence developed a Preliminary Study on the Ethics of Artificial Intelligence in
2019 (UNESCO COMEST 2019)). The Bureau of COMEST was mandated to develop
ethical principles that would provide decisionmakers with criteria that go beyond
purely economic considerations. It works in several areas of ethics in science and
technology. In March 2022 the Bureau of COMEST included in its work programme
for 2022-2023:

The Commission will address the Ethics of Science in Society, in light of recent lessons learnt
from the pandemic of COVID-19.

The Commission will also address the topic of the Ethics of Climate Engineering, including its
importance for the sustainable development agenda.

The Commission will remain open to addressing other emerging challenges related to the
ethics of science and technology during the 2022-2023 biennium (UNESCO COMEST n.d.).

Related European Union Activity

In addition to the Artificial Intelligence Act which is specifically designed to regu-
late the development, deployment, and use of artificial intelligence (AI) systems
across the European Union focusing primarily on safety, fairness, transparency,
and accountability in all aspects of Al is the Digital Services Act which seeks to
create a safer and fairer online environment by establishing rules for online plat-
forms and intermediaries operating in the EU. EU Member States and the European
Parliament have also agreed on new rules for future data sharing, embodied in the
so-called Data Governance Act. “These new rules set the foundation for trust in the
data economy. Only if trust and fairness are guaranteed, can data sharing flourish
to its fullest potential” noted Angelika Niebler, MEP, the European Parliament chief
negotiator on new rules for future data sharing (EPP Group 2021; European Parlia-
ment 2021b). The new rules emphasised that more trustworthy data is needed to
unlock the potential of AL

—  Scheme aims to boost data sharing through trust, giving more control to citizens and
companies

- MEPs secured specific provisions to ensure fair access and stimulate voluntary data
sharing

- “Our goal with the DGA was to set the foundation for a data economy in which people and
businesses can trust. Data sharing can only flourish if trust and fairness are guaranteed,
stimulating new business models and social innovation. Experience has shown that trust —
be it trust in privacy or in the confidentiality of valuable business data — is a paramount
issue. The Parliament insisted on a clear scope, making sure that the credo of trust is
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inscribedinthefuture of Europe’sdata economy”, said lead MEP Angelika Niebler (EPP, DE).
“We are at the beginning of the age of Al and Europe will require more and more data.
This legislation should make it easy and safe to tap into the rich data silos spread all over
the EU. The data revolution will not wait for Europe. We need to act now if European
digital companies want to have a place among the world’s top digital innovators”, she
said (European Parliament 2021b).

The new rules were approved in 2022 (European Parliament 2022h).

In the continuing story of EU developments, in 2022, the Special Committee
on Artificial Intelligence in the Digital Age (AIDA) presented reporting on artifi-
cial intelligence in the digital age which complemented ongoing legislative work
in the area (European Parliament 2022a). The report indicated that a more favour-
able regulatory environment, including flexible lawmaking and modern gover-
nance, should be encouraged, as current European and national legislation was
fragmented, slow, and lacked legal certainty. Only high-risk uses of Ai should be
strictly regulated to enable innovation and minimise the bureaucratic burden. As
Al technologies are based on accessible data, data sharing in the EU needed to be
modernised and scaled up. Full integration would help cross-border exchanges and
innovation. The work of the Special Committee concluded in 2022 (European Par-
liament 2024).

Various actors within the EU are helping to shape the ethical use of Al For
example, DataEthics.eu is an independent non-profit organisation with a global
reach, founded in 2015 by a group of female leaders in data and Al ethics. Based in
Denmark, its purpose is to ensure individual control over data based on the Euro-
pean legal and values framework. The organisation focuses on collecting, generat-
ing, and disseminating knowledge on data ethics in close collaboration with inter-
national institutions, organisations, and academia. The range of information they
supply is carefully selected and useful for many.

Developments in the EU around intellectual property rights are important.
Various documents have been prepared under the auspices of the EU which address
various aspects of the topic for different groups of users. One such document aimed
at researchers, a Toolkit for Researchers on Legal Issues, was issued in 2019 under
the auspices of OpenAIRE (OpenAIRE 2019). Usefully in respect of intellectual prop-
erty matters, the European Union Intellectual Property Office (EUIPO) which is the
EU agency responsible for managing EU trade marks and registered designs at EU
level is focusing on clarifying the position in relation to intellectual property. It
provides a transparency portal (EUIPO n.d.) and a variety of support materials on
legal issues related to the re-use of research data, privacy, copyright and access to
the Data Protection Register.
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The Library Context: Handling Data Ethically

The library ecosystem is facing challenges with the use of Al in libraries. Libraries
have always adapted to the use of new technology and must continue to do so. One
of the areas concerning Alin libraries relates to the processing and analysis of copy-
righted text. Intellectual property for digital content in the context of libraries often
refers to copyright, which protects literary, scientific, and artistic content. Libraries
must obtain appropriate permission or licences to use copyrighted content in their
Al systems and it is crucial that libraries and librarians work with rightsholders to
ensure copyright compliance and respect for intellectual property.

The International Federation of Library Associations and Institutions (IFLA)
has developed a statement on Al for use by libraries. “The use of AI technologies in
libraries should be subject to clear ethical standards, such as those spelled out in
the IFLA Code of Ethics for Librarians and other Information Workers” (IFLA 2012;
IFLA 2020, 1). “Libraries and library associations can, for example, interact with Al
researchers and developers to create applications specifically for library use and/
or in response to user needs, including by creating accessible services which have
not been possible before” (IFLA 2020, 1). But IFLA’s guidelines consistently warn
that libraries should consider ethical aspects and respect user privacy when using
AT systems. When undertaking procurement for the purchase of AI technologies,
libraries should choose providers that respect ethical standards of privacy and
inclusion. Europe has effective legal protections in place. The guarantee of privacy
is one of the library’s fundamental values, and the concept of intellectual freedom
remains one of the most important values of libraries in the 21st century.

What can libraries contribute to the development and implementation of Al,
and how are changes reflected in the field of library and information science? Al
is already being implemented in libraries in the field of applied ontology, in appli-
cations of natural language processing, in machine translation and in knowledge
systematisation. The requirements for software to manage, for example, thesauri
are relevant, as are uses for databases used directly in search or indexing applica-
tions. The results of automatic metadata generation depend heavily on the quality
of the bibliographic metadata, which means that efforts should be focused on clar-
ifying, interpreting, and classifying the semantic differences between library-as-
signed metadata and machine-generated metadata. Many libraries are considering
using language technologies to combine library metadata with the possibility of
machine-generated classification.

Librarians as trained information management professionals can make a
major contribution to the development of data management services in their insti-
tutions and work directly with researchers in the field to support data manage-
ment and publication. There are opportunities to learn about the management
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and cleaning of large databases to understand how bibliographic data from library
catalogues can be better used. There are differences between data sources, with
implications for metrics and classification at the institutional level. There are
significant differences between databases. The differences put data users in an
unequal position. Librarians must consider the effect of the choice of data sources
and choose approaches where data from multiple sources is integrated to provide a
more robust dataset. Issues must be addressed at the institutional level and at other
levels involving collaborative activities.

Data Ethics Practices in Libraries

Open ethical and legal frameworks must be put in place to build consensus around
values and norms that can be accepted by the community. Al shapes individuals,
societies, and their environments in a way that has ethical implications and open
debate must be undertaken on issues of social acceptability. The ethics of Al is a
sub-field of applied ethics and is part of the ethics of technology, specific to artifi-
cially intelligent entities. How should planners act to mitigate the ethical risks that
may arise from the use of Al in society, whether through design, inappropriate use,
or deliberate misuse of the technology?

The cultural heritage of the future is based on today’s digital information. The
ethical use of Al requires that digital skills in the library environment support a
more open and transparent lifecycle of data, making it more findable, accessible,
interoperable, and reusable (GOFAIR 2020). Openness of data must be achieved in
such a way that data can be consulted and used for a variety of purposes by other
users. Open access to data means, in principle, equal conditions of access within
each category of interested users, such as researchers, educators, students, and
others.

There are several important aspects to consider when dealing with data ethics
in libraries.

— User privacy: Protecting user privacy is crucial. Libraries must ensure that
users’ personal data is secure and that it is used in only legal ways

— Legal and ethical handling of data: Libraries must comply with applicable laws
and ethical guidelines regarding the collection, storage, and use of data. This
includes respect for copyright, protection of personal data, compliance with

GDPR, and other similar regulations
— Transparency: Libraries must be transparent about their data collection prac-

tices. Users must be regularly informed of privacy policies and given control

over their data
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— Data protection: Libraries must ensure that appropriate security measures are
in place to protect data from unauthorized access, loss, or misuse, and

— Data retention and deletion: Libraries must have clear policies on data reten-
tion and the period after which data is deleted.

AT has changed the ethical landscape, forcing a rethink and reanalysis of the ethical

basis of library activities. In thinking about AI and its societal implications, the

ethics of Al must come first. Consideration is needed for all frameworks to review

codes of ethics for data-driven algorithmic systems.
Al and Open Access, Open Source and Open Science are important areas in

libraries and their integration can bring many benefits. The benefits include:

— Improved information retrieval and access to information enhance the user
experience

— Personal recommendations increase the efficiency of recommendation systems
and allow users to discover new works of interest

— Process automation and access to open-source software can be supported by
Al to support research based on principles of transparency, collaboration, and
knowledge sharing, and

— Greater transparency and collaboration between libraries, and

— Enhanced reliability and adaptability of systems.

Openness in Libraries

Bibliographic data is proving to be an important asset for libraries and becoming
increasingly exposed with the dominance of Al in the library environment. Librar-
ies must examine and re-evaluate the institutional value of their bibliographic tools
and resources. The data created by libraries in describing and making available
information resources held and created by their institutions has considerable value
for reuse in various ways. Databases permit manipulation of bibliographic cita-
tions. Bibliometric statistics are used by libraries to examine and determine their
own performance and the performance of their institutions. There are various dif-
ferences across data sources used with implications for metrics and rankings at the
institutional scale. The results of the evaluations can in turn affect the mandate,
funding and other functional aspects of the library, any governing board and the
institution as a whole. There is an obsession with excellence in undertaking the val-
uations which can lead to various negative influences on both academic behaviour
and research bias. “Any institutional evaluation framework that is serious about
coverage should consider incorporating multiple bibliographic sources. The chal-
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lenge is in concatenating unstandardized data infrastructures that do not necessar-
ily agree with each other” (Huang et al. 2020).

Developments in Slovenia

Before closing this chapter, some reflections are offered on Al developments in Slo-
venia. The International Research Centre on AI (IRCAI) was established in Slovenia
in 2019 under the auspices of UNESCO (IRCAI 2023). The UNESCO General Confer-
ence in Paris confirmed that the first UNESCO-sponsored international centre for
AI would be based in Slovenia. The centre represents the result of close coopera-
tion between the Slovenian government and UNESCO, particularly in the area of
open-access educational resources. IRCAI offers insights and examines impact via
an open and transparent dialogue on research specifically addressing the United
Nations Sustainable Development Goals (SDGs). The purpose of the centre is to
provide an open, transparent environment extending public and political support
to stakeholders around the world for the drafting of policies and action plans in
the field of AI The focus is on the use of Al and assistive technologies to improve
the performance of digital libraries and digital humanities. It develops technolog-
ical solutions and provides expertise and advice for libraries and researchers in
the digital environment and aims to improve the accessibility, usability, and effi-
ciency of digital libraries and to support open research in the digital humanities.
Specifically, IRCAI conducts activities for libraries: Al development and use, process
automation, user interface development, and decision support. IRCAI aims to bring
together researchers, practitioners, and users of digital libraries and the digital
humanities.

Slovenia is also one of the founding members of the Global Partnership on Arti-
ficial Intelligence (GPAI 2023). All GPAI activities are based on a shared commit-
ment to the OECD Recommendation on Artificial Intelligence, which aims to bridge
the gap between theory and practice on Al by supporting cutting-edge research and
applied activities on Al-related priorities. GPAI aims to promote the responsible
development of Al based on the principles of human rights, inclusion, diversity,
innovation, and economic growth.

Conclusion

This chapter has focused on the European library environment, defined by its legal
basis in EU policies and documents which shape the everyday life of librarians and
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users. The various approaches taken by the EU have been invaluable in shaping
the responses made by libraries and others in implementing Al solutions. There is
an awareness that EU’s approach to Al is only one of the many facets of our new
changed reality and that librarians and researchers need to be aware of many other
aspects. The implementation of Al systems must be carefully undertaken to ensure
measurable accuracy with equivalent human performance used as a benchmark
to assess the quality of an Al system. Various ethical frameworks are available to
prevent bias based on gender, social position or culture, and diversity must be pro-
tected through the development of appropriate performance indicators. Librarians
must step up and take responsibility. Human beings are ultimately responsible for
ensuring that society’s mistakes are not passed on to machines.

To manage Al effectively, libraries know that they must be prepared to con-
tinuously learn and keep abreast of developments in the industry. The world of Al
is changing rapidly, and libraries and librarians must be willing to continuously
improve their knowledge. Al can have a profound impact on the experience of
library users in the way they access information. The ethical aspect of using Al
in libraries is extremely important in ensuring user privacy, transparency of algo-
rithms, and the avoidance of potential biases in automated decisions. Libraries’
practices and services must be responsible and socially inclusive. It is important to
comply with guidelines, standards, and legislation regarding data protection and
the ethical use of Al in library environments. A permanent network of experts who
can provide support and guidance to libraries in the introduction of AI technolo-
gies into their services is required. Al is changing the world and affecting the way
libraries operate as service providers to their users. Libraries must have excellent
knowledge of the potential of concrete application of Al in libraries, the willingness
to introduce Al projects, and the ability to implement them. A better understanding
of Al means better use of AL, which libraries can gain by promoting the exchange of
good practices, collaboration, and standardisation of AI between institutions.
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Bohyun Kim
5 Investing in Artificial Intelligence:
Considerations for Libraries and Archives

Abstract: This chapter highlights the relevance of artificial intelligence (AI) and
machine learning (ML) to library and archive work through various pilot projects
conducted in libraries and archives. It describes several projects that leveraged
machine learning (ML) technologies, including computer vision, speech-to-text,
named entity recognition, natural language processing NLP), and an Al chatbot
powered by a large language model (LLM). This chapter presents examples of
libraries’ and archives’ adopting and applying AI and ML to provide engaging
and efficient information services and to generate richer metadata at scale, which
allows users to discover, identify, access, navigate, cluster, analyze, and use mate-
rials more easily and effectively. Also discussed are where and how libraries and
archives should invest in AT and ML to reap the most benefit and the implications
of such investments in costs and prospects.

Keywords: Artificial intelligence — Economic aspects; Machine learning; Artificial
intelligence — Library applications

Introduction

With the emergence of ChatGPT, artificial intelligence (AI) and machine learning
(ML) have become popular topics in mass media. Although chatbots are not new
and ChatGPT is not the only generative Al tool available, ChatGPT’s much-improved
performance as a chatbot surprised many and quickly captured people’s imagina-
tion. AT and ML have been topics of interest among librarians and archivists well
before ChatGPT. But the adoption and implementation of Al and ML in libraries and
archives has been slow. Given that most libraries and archives do not have existing
expertise in Al and ML, this slow adoption may be partly attributed to uncertainty
about which ML technologies are relevant to the work of libraries and archives
and unfamiliarity with a range of compelling use cases that apply ML technologies
to library and archive-related tasks. To address such uncertainty and unfamiliar-
ity, this chapter discusses several pilot projects that make use of specific ML tech-
nologies, highlights the relevance of Al and ML to library and archive work, and
explores ways in which libraries and archives can invest in Al and ML and the costs
and prospects associated with those potential investments.
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Machine Learning Technologies Relevant to
Libraries

In adopting Al and ML, the goal of libraries and archives is to enhance and improve
their services and operations. If newly developed AI and ML capabilities can add
value in that manner, that is a good reason for a library or an archive to investi-
gate and invest in Al and ML. However, many libraries experience difficulties in
determining where and how they should begin. Fortunately, previous ML pilots
conducted in the library and archive setting can serve as good starting points for
those libraries that are looking to build capacity and invest in AI and ML. The rest
of this section summarizes some pilot projects and highlights the ML technologies
that are likely to be most relevant to libraries and archives.

Computer Vision

With the Project AIDA (Image Analysis for Archival Discovery), the University of
Nebraska-Lincoln and the Library of Congress in the United States explored the
use of ML in the library and archive context, in particular computer vision. Com-
puter vision is an ML technology that enables computers to identify objects and
people in digital images and videos and to derive meaningful information from
them. Computer vision applications process a large volume of digital images and
video data to perform tasks such as object identification, facial recognition, and
image classification (IBM n.d.a). The AIDA project included several ML experiments
that applied computer vision technology to archival images, such as developing an
ML algorithm that identifies the region of graphical content in historical newspa-
per page images, determining whether an item is handwritten, printed, or a mix
of both and classifying manuscript collection images as digitized from the original
format or a microform reproduction (Lorang et al. 2020, 3-18). This pilot showed
the potential of ML technology, specifically computer vision, to expedite image pro-
cessing in archival materials.

Another ML pilot was run by the Frick Art Reference Library in New York in
collaboration with researchers at Stanford University, Cornell University, and the
University of Toronto. Also using computer vision, the research team developed an
image classifier algorithm for the library’s digitized Photoarchive. Based on visual
elements, the image classifier algorithm applied a local hierarchical classification
system and automatically assigned metadata to the digitized images of portrait
paintings (Prokop et al. 2021, 15). The image classifier showed that an Al tool can
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help the library staff assign metadata to digitized images more quickly, thereby
improving the ability of users to access and retrieve those images.

Natural Language Processing

The AMPPD (Audiovisual Metadata Platform Pilot Development) project was run
jointly by Indiana University (IU) Libraries, the University of Texas at Austin School
of Information, the New York Public Library (NYPL), and AVP, an information
innovation company. The goal of the project was to improve metadata workflows
using ML technology. Using both proprietary and open-source ML tools, the AMPPD
project team developed automated metadata generation mechanisms (MGMs) and
integrated them with the human metadata generation process (Dunn et al. 2021, 5).

Various ML techniques such as optical character recognition (OCR), speech rec-
ognition also known as speech-to-text, and named entity recognition were used in
the project to automate metadata work. OCR software converts an image of text in
a printed format into a machine-readable text format for searching and further
manipulation (AWS 2024c). Speech-to-text software enables computers to process
human speech into a written format, thereby producing the text transcription of
human speech in audio files (IBM, n.d.c). Named entity recognition (NER) is a com-
ponent of a well-known ML technology, natural language processing (NLP). NLP
techniques enable computers to recognize, interpret, generate, and respond to
human language in voice and text data and are used for tasks such as translation,
summarization sentiment analysis (IBM n.d.b). NER takes in a string of text and
identifies and classifies entities that belong to specific categories, such as names of
individuals, locations, organizations, and expressions of times.

The AMPPD project built a fully functioning platform with twenty-four MGMs
that could be used to analyze, describe, and document the audiovisual materials
in IU and NYPL’s collections (Dunn et al. 2021, 13). The ML technologies mentioned
above were used for detecting silence, speech, and music; speech-to-text and
speaker diarization; named entity recognition for people, geographic locations, and
topics; video and structured data OCR; and music genre detection. The experiment
demonstrated how a library’s traditional metadata creation workflow for audio
and moving image materials can be augmented and improved by ML technologies.

The University of Notre Dame Libraries applied NLP to enhance metadata
for its Catholic Pamphlets collection, which consisted of over 5,500 PDFs. MARC
summary fields had been assigned to half of the collection, but most of the sum-
maries were a few words at most, lacking sufficient metadata. The team used NLP
automated summarization techniques to create more robust summaries by com-
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bining the summaries with Library of Congress subject headings (Flannery 2020,
23-24). The work undertaken provides another example of how libraries can make
use of ML to enhance existing metadata for their collections.

Chatbot

Another ML pilot project using NLP is a custom chatbot developed by Zayed Uni-
versity Library in the United Arab Emirates. The library chatbot named Aisha was
created with Python programming language and OpenAl’s ChatGPT application
programming interface (API) to provide reference and support services when stu-
dents and faculty need help outside the library’s operating hours (Lappalainen
and Narayanan 2023, 38, 51). A chatbot is an ML computer program that simulates
human conversation in text or voice (OCI 2024). A sophisticated AI chatbot such as
ChatGPT utilizes NLP, one of the AI/ML technologies, to generate conversational
responses to a user’s input to mimic a human dialogue. Large language models
(LLMSs) underpin ChatGPT’s NLP capability. ChatGPT API supports the creation of a
customized version of ChatGPT chatbot powered by gpt-3.5-turbo and gpt-4, which
are OpenAl’s LLMs, with data specific to the purpose of the custom chatbot. An LLM
is a type of mathematical ML model, which is a set of parameters and structure
that allows a system to make predictions. It is built with neural networks, which
consist of an encoder and a decoder, which extract meanings from a sequence of
text and understand the relationships between words and phrases in it (Elastic
2024.). A neural network refers to an ML model that teaches computers to process
data and makes decisions in a manner similar to the way interconnected biological
neurons work together in a layered structure in the human brain weighing options
and learning and improving by trial and error (AWS 2024b). Pre-trained on vast
amounts of data and with hundreds of billions of parameters, an LLM processes
a user’s input given in human language and predicts and generates plausible lan-
guage as a response (AWS 2024a).

Zayed University Library’s chatbot, Aisha, was customized with the content of
over 100 library guides and information in the library website and a list of 100
typical questions and answers regarding academic libraries generated by ChatGPT,
which were further revised and updated with Zayed University-specific informa-
tion found in previously asked questions and answers from LibAnswers (Lappa-
lainen and Narayanan 2023, 45). Aisha suggests ways in which libraries can provide
users with more personalized and engaging information services by adopting and
experimenting with AI/ML chatbot technology.
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Promising Artificial Intelligence and Machine
Learning Technologies

Although there are many other AI/ML pilots, the five examples described in this
chapter point to areas of ML technologies that are likely to be relevant and promis-
ing for libraries and archives to explore and in which to invest. Computer vision is
pertinent to libraries and archives as it can create, enhance, and augment item-level
metadata with efficiency and accuracy. It is particularly useful for still or moving
image materials as shown in pilot projects described earlier. Another area of ML
technologies that holds great potential for libraries and archives is NLP, the most
sophisticated example of which is a chatbot powered by an LLM. NLP techniques
can be used to analyze and summarize text, assign subjects, generate summaries,
and extract main claims from text materials held in libraries and archives. The
work of creating and enhancing metadata for materials can significantly benefit
from the tasks NLP techniques enable such as named entity recognition for people,
geographic locations, and topics that appear in library materials, as the AMPPD
project and the Notre Dame University Libraries project both demonstrated.

AI/ML technologies make it possible for libraries and archives to not only
extract content residing in their collections as machine-readable and interpreta-
ble data but also create new or enhance existing metadata with more detailed and
accurate information. By adopting and leveraging AI/ML technologies, libraries
and archives can generate richer metadata at scale to be verified and further aug-
mented by human catalogers if necessary to improve search options and to make
it easier for users to discover, identify, access, navigate, cluster, analyze, and use
library and archive materials. Breakthroughs in chatbot technology with LLMs
point to innovative and engaging ways in which libraries and archives can provide
their information and reference services tailored to their own users.

Where and How to Invest in Artificial Intelligence
and Machine Learning

The previous section of this chapter highlighted areas of library and archive work
that appear to be a good match for AI/ML technologies. Based on the specific areas
chosen and local needs, individual libraries can determine which type of ML use
would make most sense. The library’s respective collections, services, current
strengths, and future directions should also be taken into consideration.
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Libraries and archives will also benefit by directing their efforts to address
problems that emerged in previous ML pilot projects. For example, several projects
discovered limitations in custom-built ML models due to available training data
being too small in amount or poor in quality (Flannery 2020, 26; Lorang et al. 2020,
32-34). The greater the amount of data fed into an ML model, the better it performs.
For this reason, libraries and archives can take full advantage of ML only when a
sufficiently large volume of data is amassed. To ensure that an ML model performs
as expected, it is also critical for libraries and archives to build reliable ground
truth sets, which serve as the expected result against which the performance of an
ML model is measured. Without reliable ground truth data sets, it is difficult to esti-
mate how well an ML model meets its intended purpose. If libraries and archives
decide to build more custom ML models, they should also make efforts to collabo-
rate across institutions to create a sufficiently large training data and ground truth
sets to support the creation of ML algorithms appropriate for libraries and archives
to use.

Libraries and archives can also more actively explore the use of pre-trained
off-the-shelf ML models. Pre-trained ML models, such as AWS Rekognition and
Google Cloud Vision AL can be useful for text recognition, face and object detection,
and image labeling. It is to be noted that the pre-trained ML models have some
limitations. For example, the generic ML models trained mostly with color images
are likely to perform poorly with historic black-and-white photographs. For this
reason, their usefulness varies depending on the type, age, and other conditions
of library materials, to which those generic models are applied. If the models are
applied indiscriminately, pre-trained off-the-shelf ML models may impose social
and historical biases and harmful assumptions to library and archive materials
due to their opaqueness. However, pre-trained off-the-shelf ML models can success-
fully tackle certain tasks, presenting fewer barriers for adoption, and libraries and
archives can also work on better informing users regarding the use of ML models
in the description of materials (Craig 2021, 203-205).

Growing generative Al cloud platforms and also something for libraries and
archives to explore further. Amazon, Google, and Microsoft all offer various gen-
erative Al services and products through their cloud platforms, called Amazon
Bedrock, Vertex Al, and Azure Open Al respectively. These platforms and services
make it easier for AI/ML developers to access, customize, fine-tune, and deploy ML
models, including many foundational models. Foundational models are large neural
networks trained on massive amounts of unlabeled broad data. They are designed
to produce a variety of outputs and can perform a wide range of general tasks, such
as understanding languages, generating text and images, and mimicking human
conversations (Jones 2023). Foundational models such as GPT-4, Imagen, and PaLM
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can serve as standalone systems or foundations on which other AI/ML applications
with more specific purposes are built.

Lastly, libraries and archives interested in AI and ML must continue digiti-
zation. Digitization has been taking place for many years and has lost the allure
of being new and exciting. However, vast numbers of physical items held within
libraries and archives are still waiting to be properly digitized. Only when more of
them are converted into digital objects can libraries and archives take full advan-
tage of ML, which relies on a large amount of data rather than a set of rules to train
and build an intelligent system.

Considerations for Libraries and Archives

Although interest in Al and MI has grown steadily in recent years, the use of Al and
ML in libraries and archives remains experimental. Few ML applications have been
developed and deployed in production by libraries and archives and led to signifi-
cant improvement in their services. The situation is not vastly different in commer-
cial library products. As indicated in Elsevier’s Scopus AL however, vendors are in
the process of developing new AI products or adding new Al features to existing
products by applying ML technologies. Al-enhanced products driven by ML that
are marketed to libraries are increasing in number. For example, Consensus is an
Al-powered search tool that answers research questions by extracting findings from
scientific research papers in the Semantic Scholar database. Elicit is an Al research
assistance tool that aims to expedite the literature review process by providing a
list of relevant articles for a user’s query in addition to summaries of content and
syntheses of findings. Scite is a chatbot that allows users to find answers from the
full texts of research articles with 1.2 billion citation statements extracted and ana-
lyzed from 187 million articles, book chapters, preprints, and datasets. Scopus Al
offers expanded and enhanced summaries of academic articles and more refined
search capabilities. Talpa Search provides users with a way to ask about and find
books in a library catalog in natural language. The pace of the adoption of AL and
ML by library vendors is likely to quicken, and more Al-powered products that aim
to either enhance or replace the library’s existing services and systems will follow.

Before the rise of generative Al libraries and archives have taken a bou-
tique-like approach to Al and ML. They have been experimenting more with build-
ing highly customized ML models than with testing and using generic off-the-shelf
ML models. Libraries and archives have been primarily interested in training ML
models with their unique and relatively small datasets and developing ML applica-
tions with functionalities related to highly specialized work ML models and tech-
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niques are most powerful when trained and applied at scale. Given that, a bou-
tique-like approach may become a limitation to successful future applications of
Al and ML in libraries and archives. It remains to be seen whether libraries and
archives will begin to use more generic ML models and applications made available
through growing Al cloud platforms and services.

Experimenting with AT and ML requires the preparation and assembly of large
data sets. It also means that libraries and archives need new staff expertise. Clean-
ing up data and preparing data sets for ML work is time-consuming and labor-in-
tensive. Building staff expertise in Al and ML can be tricky and may require hiring
staff with new skills and expertise. Al and ML projects will also require additional
funding to obtain appropriate ML tools and set up a robust computing environment
and a necessary digital infrastructure. While it is natural for any novel endeavor
to incur additional cost, the cost implications of adopting AI and ML must be given
careful consideration because many libraries and archives face flat budgets or
budget cuts year after year.

While investing in AI and ML may pose some logistical challenges, such invest-
ments can allow libraries and archives to promote specific areas of their services
and operations where Al and ML can make significant improvements. By directing
Al/ML-related work towards the areas where the impact will be high, libraries and
archives can also signal to the vendors the problems that they deem most critical
to be addressed in developing AI/ML applications for enhanced user experience.
However, ML models and techniques are most powerful when trained and applied
at scale. This will allow libraries and archives to influence the future directions of
commercially available products, particularly when vendors are actively looking
for new product ideas or features using Al. However, if libraries and archives
miss the narrow window of time and opportunity currently open, the prospects
of enhancing the activities of libraries and archives through the effective use of Al
and ML may not be realized. System vendors may fail to leverage and integrate Al
and ML to add value to existing products that will meet the rising expectations of
both libraries and library users. Libraries and archives may end up as dissatisfied
consumers of inadequate commercial ML products. And users may find libraries
and archives less useful and relevant in meeting their needs.

Conclusion

This chapter has highlighted aspects of library and archive work that appear to be a
good match for AI/ML technologies, described specific AI/ML technologies that are
particularly relevant, and suggested areas in which libraries and archives looking



5 Investing in Artificial Intelligence: Considerations for Libraries and Archives === 57

to build capacity in Al and ML may invest efforts to maximize their impact. When a
library or an archive decides to make an investment in Al and ML, administrators
and decision-makers should carefully consider whether the project ideas connect
AI/ML with significant needs in their organization, how the needed data for the
project is to be obtained and prepared, whether the existing staffing and the digital
infrastructure can sufficiently support the new ML project work, and whether the
project team has the right mix of skills and knowledge in areas relevant to the
project, including knowledge of specific library workflows, metadata, information
and communications technology, data science, and software development.

Investing extensively in AI and ML may not be realistic or appropriate for all
libraries and archives. But for most, AI and ML present opportunities to improve
their services in new and creative ways. To seize the opportunities, library and
archives staff must become familiar with how AI and ML models and techniques
can be used in the library and archive context. They will also need to develop
the ability to determine which library and archive tasks may most benefit from
ML and to evaluate ML applications in a meaningful way. Library administrators
and decision-makers must tackle the problem of how libraries and archives can
develop new knowledge and skills to build long-term capacity in Al and ML to
achieve desired outcomes and benefits with limited resources. They will also have
to develop a compelling vision, acquire the resources needed, gain support from
all levels of the organization, and build necessary staff buy-in, skills, expertise, and
participation.
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6 The Implications for Use of Artificial
Intelligence in Libraries and Education: An
Introductory Overview

Introduction

Artificial Intelligence (AlI) is not solely about technologies, standards and practical
applications, though these topics are of great interest and rightly make up much
of this book. This section explores some of the wider issues that shape library
responses to the opportunities created by the current wave of AL The issues and the
influences on them operate at different levels, including national, organisational,
institutional and individual levels and relate to policy and strategic areas. There is
an overarching concern with Al ethics.

National Policies and Strategies for Artificial
Intelligence

Library use of Al occurs in the context of government policy and existing and
emerging legal frameworks. Since around 2019, many countries have recognised
Al as a strategic priority. National policies are varied, but according to an analysis
by Papyshev and Yarime (2023), some strong common themes emerge, including
the need to:

— Develop human capital

— Apply Al ethically

— Develop a research base

- Regulate, and

— Develop data infrastructure and policy.

One can immediately understand the importance of information professionals
playing some role in realising many of these priorities, such as by educating citi-
zens in the skills for an Al literate society; by advocating for their unique perspec-
tive on the ethics of AL by supporting researchers to develop the research base for
AT; and by inputting on the design and use of appropriate data infrastructures. If Al
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is a national priority, it seems that libraries have a significant role to play alongside

other actors.

While there are common themes across national policies, the emphasis in indi-
vidual policies varies. Papyshev and Yarime (2023) suggest that the approaches
taken fall into three groups, focusing on:

— Development, where the state steers development of Al towards national goals.
This kind of policy is found in China and Japan, and in Russia and some of the
former communist bloc in Eastern Europe

— Control, where the focus is on state regulation and protecting society from the
risks of AL It is the approach taken by countries in the European Union (EU),
for example and

— Promotion, where the emphasis is on innovation, especially led by the private
sector, and the state plays only a facilitating role. Promotion is the emphasis
in the United States, United Kingdom, and other countries including Australia,
Ireland and India.

The three categories seem to reflect persistent patterns related to the political
culture in these different countries and one would expect to see them similarly
reflected in the way that libraries approach Al too.

It can be speculated that there has been a shift towards regulation interna-
tionally because of the controversy around ChatGPT. Existing legal frameworks are
also still relevant, such as that for the protection of intellectual property rights.
Generative Al has been pushing the boundaries of intellectual property. There is an
emerging appetite for regulation beyond the EU. This could have radical implica-
tions for how Al is developed and used in the library sector.

Institutional Strategy

The wider strategies of the institutions in which libraries are embedded, such as
academic libraries within universities, are of direct relevance to the implementa-
tion of Al in libraries. Several studies seem to show limited mentions of Al in uni-
versity strategies (Huang, A.M. Cox, and J. Cox 2023; Wheatley and Hervieux 2019),
but there may be hooks in institutional strategies that can help libraries proactively
sell the benefits of Al to their institutions, for example, around research excellence
and student experience (Cox 2023).

But rather than expecting Al to be mentioned specifically in institutional strat-
egies, arguably it could be seen as simply the latest strand in technological triggers
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for digital transformation. If so, it would follow that adoption of Al is likely to be
linked to the wider commitments around digital transformation.

Digital transformation is the profound and accelerating transformation of business activities,
processes, competencies, and models to fully leverage the changes and opportunities brought
by digital technologies and their impact across society in a strategic and prioritized way
(Demirkan, Spohrer and Welser 2016, 14).

The proposition here is that social + mobile + analytics + cloud + Internet of Things
(SMACIT) technologies initiate and make possible organisational changes in a way
quite unlike the IT driven changes within organisations which have been seen in
the past. Digital transformation is not solely about implementing a new technology.
SMACIT technologies are generative, malleable and with impacts beyond “auto-
mation” of existing processes. Integrating SMACIT into organisational life is about
reinventing what organisations do. Critically they are being used not just within
organisation but have widespread usage in society. This creates the need for more
customer driven strategies. Digital transformation potentially creates new business
models, and even new industries, and it happens in stages. Al is very much this kind
of technology. For Educause, digital transformation is

...a series of deep and coordinated culture, workforce, and technology shifts that enable new
educational and operating models and transform an institution’s business model, strategic
directions, and value proposition (Brown, Reinitz, and Wetzel 2020).

From a strategic perspective, it is important to think about how AI technologies and
their implementation interact with other technologies such as SMACIT and augmented
or virtual reality in reinventing what libraries and the institutions they serve do.

Organisational Capability

Moving from organisational strategy to capacity requires consideration of whether
libraries have the ability to develop and implement AI solutions. This is partly
about competencies that library staff need to develop and competencies are often
the focus. But using Al effectively makes wider demands on libraries’ financial and
more intangible resources. Collectively these resources could be called Al capabil-
ity: the ability of an organisation “to select, orchestrate, and leverage its Al-specific
resources” (Mikalef and Gupta 2021, 2).

A convincing model of organisational capability for Al has been developed by
Mikalef and Gupta (2021). Rooted in the resource-based theory of the firm their
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approach differentiates three types of resource that make up Al capability: Tangible
resources, human resources and intangible resources (Table 6.1).

Table 6.1: Resources Required for Al Capability (Adapted from Mikalef and Gupta 2021)

Tangible resources

Data
Technology
Basic resources
Human resources

Technical skills
Business skills
Intangible resources

Inter-departmental coordination
Organisational change capacity
Risk proclivity

Tangible resources comprise not only data resources including user data and collec-
tion data and a suitable technical infrastructure, but also access to basic resources
such as money and time to invest in AL. Many libraries do have data in the form of
both collections and user data. They may also have access to the necessary tech-
nical infrastructure to support Al Funding is always a challenge, but the exciting
potential of Al may make it possible to construct a business case to obtain funding.

Human resources combine both the technical skills to develop Al applications,
and, equally importantly, the business skills to plan and deliver AI projects and
implement AI as a service. Libraries may well have significant technical skills in
their teams. They are used to delivering on technical projects, which experimenting
with Al involves. Given the changing technical landscape of the last few decades,
there is a huge amount of experience in libraries in implementing and promoting
new systems. It is increasingly recognised that Al should be developed in partici-
patory ways with stakeholders, which is very much in tune with previous develop-
ments within libraries.

Mikalef and Gupta’s (2021) intangible resources include the ability to coordi-
nate activities between departments, the ability to manage organisational change,
and the willingness to take risks, all of which might be regarded as leadership chal-
lenges. Delivering them may also imply structural reorganisation. Again, libraries
frequently have the capabilities required, especially in terms of coordination. So
much organisational change has happened in libraries in the last few years, that
the ability to adapt with agility has increased. Risk-taking may require further
organisational change.
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Mikalef and Gupta’s (2021) model can be used as a framework to evaluate
whether a library and its host organisation) have the capacity or the readiness to
develop and implement Al systems, especially descriptive Al. Readiness is likely
to vary across library sectors. A strengths, weaknesses, opportunities and threats
(SWOT) analysis for academic libraries can be found in Cox (2023). National librar-
ies, and some research libraries, have a proven track record of development in
descriptive AL as chapters in this book show. Critically they have vast bodies of
collection data that need advanced techniques to enable improved access. Given
the benefits, libraries may be able to obtain the funds to support such projects.
Libraries and librarians can develop technical skills through proof of concept proj-
ects and acquire the business skills through turning projects to services.

The case is less clear for smaller, less resourced libraries, particularly if they
do not have unique collections requiring special treatment. Smaller libraries are
more likely to buy in systems. Licensing systems does not diminish the possibilities
of using descriptive Al, but smaller libraries are more likely to make successful
implementations of Al through collaboration. There might need to be longer term
processes of capacity building through staff training and proof of concept projects.
Defining the Al capabilities and competencies needed for the wide range of institu-
tions in the library sector is an important but complex task.

Artificial Intelligence Literacy and Competencies

Returning to the question of technical skills, it may be useful to say something about
what knowledge and skills are relevant to applying Al in the library context, from
the policy and organisational level to what skills and knowledge are needed at the
level of the individual professional.

Given the range of AI applications relevant to libraries, from descriptive Al
used to improve access to collections through chatbots to the improvement of
backend systems, it may not be possible to come to a general conclusion about
what AI competencies are needed. But there is a starting point in definitions of AI
literacy, “ a set of competencies that enables individuals to critically evaluate Al
technologies; communicate and collaborate effectively with AI; and use Al as a tool
online, at home, and in the workplace” (Long and Magerko 2020, 2). The extended
definition implies knowing:

— What Al is, the ability to recognise AI when it is encountered and understand
distinctions between general and narrow Al
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— What Al can do, the skill of differentiating the tasks Al is good at doing from
those itis not good at, and imagining future uses, reflecting the evolving nature
of Al

— How Al works, including how computers represent the world in models, with
an emphasis on data literacy

— How AI should be used, emphasising ethical considerations, and

— How people perceive Al

Long and Magerko’s approach defines general knowledge about Al needed by every
citizen and therefore what all librarians involved in Al literacy training need to
know, not least if they are seeking to train users in Al literacy. Applying Al to library
services requires deeper knowledge. For example, to use Al in describing library
collections, the technical requirements would involve knowledge of:

— Collections as data (Padila et al. 2023)

— Relevant algorithms, and

—  Ethics and governance.

Lee (2022) summarizes key points to form a generic guideline of key questions that

need to be answered to develop an Al project around a collection. Other types of Al

application less collection-centric would require a different skill set. There is a need

for more work around defining relevant competencies for Al literacy. What does

emerge is that since Al today is data driven, high level data skills are necessary,

and the pre-existing knowledge and competencies of librarians and information

professionals are of immense value, including knowledge of library-specific data

for library projects or contributions to data governance and stewardship in wider

institutional applications of AL All of the following aspects of data use and gover-

nance might be areas where librarians can contribute:

—  Skills in finding data in a complex information landscape

— Advocacy for the value of sharing, openness and interoperability, but along
with awareness of the legitimate reasons for protecting confidentiality and
privacy

— Knowledge of the copyright and licensing requirements for the appropriate
uses of data

— Awareness of the provenance, validity and quality of data relevant to its use

— Knowledge of how to attach descriptions (metadata) to data, and a commit-
ment to metadata standards

— Development of criteria for selection of tools for undertaking data analysis,
and

— Approaches to the storage, preservation, or destruction, of data.
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Of particular importance are the issues around provenance and validity. Knowing
the origins of any data, such as the creator and the purpose, helps understand how
it can be used, and the limits on its interpretation. Validity is about whether the
data measures what is cared about. It is always a danger that Al is applied to data
without understanding the limits of the data available, arising from how it was
created. For data-driven AI, the value of the data-related skills of librarians has
great importance. Librarians’ focus on understanding user needs is another area
where the knowledge of information professionals is highly relevant to Al projects.

The Ethics of Artificial Intelligence

Al promises so much and has great potential in many domains. Al can help clini-
cians identify patients at risk through scanning and analysis of health data; provide
people with disabilities with a voice assistant and improve customer service
through 24/7 chatbots. It has the ability to automate routine tasks. Al also offers to
support the prime objectives of the library profession in supporting the creation
of knowledge through new research methods, the promotion of better and more
equitable access to knowledge, the improvement of descriptions of different types
of material, as well as through techniques such as translation, transcription, sum-
marisation, and recommendation.

The potential benefits of Al are immense. Yet its emergence and adoption are
surrounded by considerable controversy, particularly because it is being developed
by the dominant powerful Big Tech companies for commercial ends, and with deep
societal and geopolitical implications. As already noted, national policies frequently
mention ethics and the need for responsible and trustworthy Al

Thus, one important dimension of Al are issues of ethics, thinking about how
to ensure long-term benefits to society and minimise the risks. Long and Magerko
list eight ethical issues:

- Privacy

- Employment

- Misinformation

— The singularity

— Ethical decision making

— Diversity

— Bias,and

— Transparency and accountability (Long and Magerko 2020).
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The singularity, the idea that at some point Al gets out of control in an irreversible
way, is perhaps not of immediate concern; the current era involves narrow Al with
systems designed to perform a specific task or a set of closely related tasks. But the
other issues listed are all genuine areas of concern and require potential response
and action. The issues highlighted are ones where the library world has always
had a strong stance, enshrined in ethics and values statements, like those issued
by IFLA. The library and information profession has an important role to play in
speaking out about the ethical risks of Al which are often a secondary consider-
ation for Big Tech. Ensuring that the risks and issues are addressed is inherent to
any Al project. It is not a separate consideration, but embedded and ongoing from
the design of the project through into the future, as Al systems are implemented
and maintained.

Promoting Al literacy in society is an important task for libraries including
enabling citizens and workers to understand how to protect their privacy, and their
employment. Complementing this, there could be a role for information profession-
als in ensuring that Al is less opaque(Ridley and Pawlick-Potts 2021).

Bias in Al is of particular importance. Algorithms trained on biased data will
produce biased outcomes. There are many cases where Al tools have shown gross
and discriminatory bhias (AIAAIC 2023). For example, a request for generative Al
to produce an image of a doctor will probably produce an image of a white man.
Of course, library collections themselves are not unbiased. Work over the last
few years on the decolonisation of library collections has alerted the profession
to such biases in library collections. What the library and information profession
has learned about resolving bias in collections can be applied to reducing bias in
AL The impact of bias in Al is critical, especially where AI operates autonomously
in decision making. And the issue of bias in Al is not accidental. At the root of the
problem are structural issues. The core Al workforce remains predominately white
and male (Collett, Neff and Gomes 2022). Barriers for women and people from
ethnic minorities or disabilities to enter work in computing and engineering are
well known and has been a problem from the early days of computing. Librari-
anship with its strong value propositions around issues such as bias and a female
majority profession may be in a position to help address such structural issues.
Experiences in seeking to diversify the library and information profession further
may be helpful in developing approaches to equality, diversity and inclusion in AL

The wider societal impacts of Al are not mentioned directly by Long and
Magerko (2020) in their list of ethical issues, but everyone in the profession should
be concerned about the impact on social equity of an Al industry driven primarily
by commercial motives. Exemplary Al projects led by libraries will not only reap
the benefits of implementing Al but also demonstrate that a deep concern for ethics
is one-way libraries can promote responsible AL
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Conclusion

This section of the book in exploring the wider issues of Al in libraries opens with
a chapter by Fiona Bradley on the policy context. She addresses the issues and con-
cerns in ensuring that Al applications are deployed for successful and safe use by
the community and outlines progress in several parts of the world on developing
such policies. Josette Riep and Annu Prabhakar report on a pilot study conducted
to assess potential bias when leveraging AIML in recruitment and retention of stu-
dents in higher education in the US. There have been consistent reports on race
and equity issues in American education and ongoing persistent and painful gaps
in educational outcomes (Collins 2021). Leveraging AIML in higher education opens
up great benefits for measuring and impacting equality in education. Raymond
Uzwyshyn focuses on building Al skills and infrastructure with particular reference
to research data repositories and digital scholarly ecosystems and provides a list of
educational resources which can be used to construct expertise for both library
staff and researchers within the community. Neli Tshabalala describes a project
involving the implementation of a robotic solution at the North-West University in
South Africa which reviewed the potential of available Al applications and tracked
their progress. Andrew Cox concludes the section with reflections on the value of
ethics scenarios in clarifying the myriad of ethical issues faced by library and infor-
mation professionals in implementing and using Al applications in their libraries
and ensuring that users understand the limitations of new services like ChatGPT.
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Fiona Bradley

7 The Policy Context of Artificial Intelligence

Abstract: Policies, rules and laws have a direct impact on technologies including
artificial intelligence (AI), and the companies, organisations, and researchers that
develop these technologies. Despite rapid developments in Al policy, further effort
is required by governments and industry to ensure that policy at all levels from
laws to industry self-regulation addresses human rights, risks, and ethical con-
cerns. As organisations committed to freedom of access to information and litera-
cies, libraries are both important stakeholders in Al policy development, and users
of Al tools and methods. The library sector’s contribution to Al policies in Canada,
Europe, and Australia demonstrate the sector’s impact to date and potential for
further influence. The chapter concludes by observing that while the heightened
media attention paid to Al could be short-lived, opportunities to safeguard the free
flow of information and rights must be sought to ensure that Al lives up to aspira-
tions of being trustworthy, responsible, and people-centred.

Keywords: Library policies; Artificial intelligence — library applications; Artificial
intelligence - political aspects

The Context

The policy context of Al is complex and rapidly changing. Policy is developed by
government at the intergovernmental, international, national, and regional levels.
It can also be designed to regulate specific sectors, often in collaboration with
the industries and companies that are the subject of policy. In addition to formal
policies, regulations, and laws, there are voluntary, industry-led agreements,
standards, and other instruments. These agreements support self-regulation by
industry. At another level, institutions such as universities and schools, library
associations, and individual libraries may also set policies that define their obli-
gations under relevant legislation and policies and outline how they will provide
services. This chapter focuses on how government, industry, and institutional pol-
icies are shaping the changing landscape of Al regulation. Government, industry,
and institutional policies matter for libraries because they impact the free flow of
information, influence funding, shape how libraries provide their services, inform
legal and reporting obligations, and provide for remedies if something goes wrong.
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Government Policy Frameworks

Government Al policies often include a mix of research agenda-setting objectives,
investment in research and development, standards, and broader geopolitical
issues (Smuha 2021). In turn, Al itself has numerous applications and sub-fields
that have influenced diverse policy developments. The use of natural language pro-
cessing (NLP), machine learning (ML) and algorithms in information processing,
recommender systems, and generative Al are prominent topics in Al policy. At the
same time, harms and errors that result from mishandling data, data breaches,
and bias have been documented by researchers and reporters in relation to the use
of Al in applications including facial recognition, automated job candidate screen-
ing, and welfare payments (Bender et al. 2021; Henriques-Gomes 2021; Krafft et al.
2020). These errors have led to greater scrutiny and policy focus on the harms that
these new technologies can cause. Policymakers have recognised both the opportu-
nities and risks associated with Al in policies with concepts centred on trustworthy
Al in Europe (European Commission 2024a) and responsible use of Al in Canada
(Canada Treasury Board of Canada Secretariat 2019; Smuha 2021). At the inter-
governmental level, UNESCO has adopted in 2021 recommendations on Al with a
focus on people-centred AI (UNESCO 2022). UNESCO’s recommendations aim to set
a global standard to ensure AI systems work for the benefit of humanity and the
environment and avoid harms through principles in line with international laws
and agreements, respect for human rights, and practical action. Commitments to
privacy, sustainability, awareness and Al literacy, transparency, and explainability
are among the key principles. Further work has been undertaken by UNESCO at the
second Global Forum on the Ethics of Al in February 2024.

At the same time, as governments consider responsible use of Al and its impact
on people, awareness of Al is now rising across other portfolios which is likely to
lead to further waves of policy development with implications for information
management, data sharing, and privacy. At the intergovernmental level, the United
Nations (UN) has raised numerous concerns about Al and risks to human rights (UN
2021). The European Space Agency (ESA) has been exploring the implications of
Al in space, including applications spanning surveillance to satellite operations in
space (ESA 2023). In the United States, the intelligence community has indicated that
the rapid development of Al could have consequences across all aspects of research
with impacts on security and stability (USODNI 2023). These examples highlight
that there is no policy area that AI will not impact. While some of the policy areas
are much further away from the interests of libraries than others, some of the poli-
cies being developed for the future may potentially have unanticipated impacts on
the free flow of information and rights of individuals and will require consistent
monitoring and potential action.
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The Policy Challenges

With so many policy areas and stakeholders involved, a key challenge is to bridge
the gap between researchers, industry, and policy to ensure policy options are
effective. Furthermore, despite the rapid growth in AI policy across a range of gov-
ernment portfolios, there remain many gaps. Some of the gaps arise due to the mul-
tiple definitions of Al that have arisen over time, that take different perspectives on
how AI systems think like humans, act like humans, think rationally, and act ratio-
nally (Russell and Norvig 2021). In the policy space, it is perceived that there is a
gap between the way researchers conceptualise and define Al and the way policy-
makers define AL Al policies to date reflect a tendency of policymakers to focus on
how AI systems compare to human thought or behaviour, while researchers tend
to put systems and technical elements at the centre (Krafft et al. 2020). Some policy
gaps provide the opportunity for further engagement by libraries, civil society, and
industry alike to shape future policy (Bradley 2022). Yet, how and when these oppor-
tunities are likely to arise can be challenging to determine. Policy studies identify
numerous factors that can influence when policy is likely to emerge. The factors
include competition between topics for space on the political agenda, the role of
interest groups in influencing policymakers, and a tendency towards incremen-
talism in policymaking that can be punctuated by crises (Baumgartner and Jones
2012; John 2012; Sabatier 1988). The specific political context in each country and
opportunities to participate are other critical factors (John 2012). Policymakers are
further challenged by the complexity of determining when to develop policies and
regulations. Intervene too early and innovation may be stifled; take action too late
and governments must play catch up (Guston 2014). Analysis of major Al policies to
date concludes that there is no single approach that will work in all countries. The
context is key (O’Shaughnessy and Sheehan 2023).

A vital area that policymakers must now play catch up in is to ensure that Al
policies more fully consider human rights impacts and the interests and rights of
consumers. The intersection between Al, privacy, and other human rights is still
emerging (Rodrigues 2020). Since 2022 and the launch of a wave of public-facing
generative Al tools for text, images, and audio, there has been a sharp growth in
awareness about the impact of Al on consent, data protection, and copyright. Large
language models (LLMs) rely on extremely large corpora of text and images for
training (Bender et al. 2021). There is little transparency about exactly what content
such models are able to access leading to speculation that any open content on
the web may be ingested without the knowledge or consent of the creators (Mims
2023). In response, some media organisations have called for a licensing scheme to
compensate organisations for traffic and revenue lost to chatbots, with a passing
resemblance to Australia’s News Media Bargaining Code that compensates large
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media organisations for revenue lost to social media and search platforms (Bossio
et al. 2022; Di Stefano 2023). These responses are important to monitor because the
interests of large rightsholders and the rights of individuals in consent and data
sharing must be balanced. Despite growing awareness of the issues, the opportu-
nity for full engagement with the human rights impacts of AI has not yet come to
pass.

Several countries and regions have begun to pursue algorithmic transparency
as one way to begin to address questions about fairness, consent, and data rights. An
Australian report on human rights and technology recommended the development
of accountability mechanisms for government and corporations, and compliance
with anti-discrimination laws to promote algorithmic fairness (Australian Human
Rights Commission 2021). In Europe, the Digital Services Act requires social media
and e-commerce platforms to be transparent about their recommender systems
and content moderation decisions (European Commission 2022). The introduction
of the Digital Services Act aims to update existing regulations and harmonise legis-
lation across the European Union’s member countries that deal with illegal content
and advertising online. “The Digital Services Act and Digital Markets Act aim to
create a safer digital space where the fundamental rights of users are protected
and to establish a level playing field for businesses” (European Commission 2024a).

The European Digital Services Act has designated social media and e-commerce
platforms which must comply with stringent regulations.

The DSA classifies platforms or search engines that have more than 45 million users per
month in the EU as very large online platforms (VLOPs) or very large online search engines
(VLOSEs). The Commission has begun to designate VLOPs or VLOSEs based on user numbers
provided by platforms and search engines (European Commission 2024b)

The very large online platforms and search engines include US-based platforms
provided by Facebook, Apple, and Google along with Chinese platforms includ-
ing Alibaba and Bytedance’s TikTok, and European e-commerce sites Zalando and
booking.com, among others (European Commission 2024b). Many of the platforms
are actively investing in developing and launching generative Al tools and chat-
bots, and multi-modal AI that can generate sound and images from text prompts.
Europe’s approach to regulating companies and platforms through the Digital Ser-
vices Act will be closely watched. Europe’s approach taps into the region’s long-
standing orientation as a regulatory leader (Smuha 2021). As of late 2023, the EU
reached agreement on laws on Al that would consider different applications and
risks, however the proposed laws are not due for implementation until 2025 (Euro-
pean Parliament 2023).
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Beyond Europe, amid a flurry of regulations designed to clean up the internet
and data protection, China introduced regulations on algorithmic transparency in
mid-2021 (Deutsche Welle 2021). Early reviews of the policy suggest that while reg-
ulation has helped to push for some transparency, algorithms created by platforms
are extremely complex to understand and companies can be vague in their report-
ing (Sheehan and Du 2022). Likewise, when Twitter voluntarily released part of its
algorithm in 2023, the effort was criticised for doing little to increase transparency
(Bell 2023). The latest version of OpenAI’s ChatGPT-4 was released without details
about the training model and size, unlike earlier versions (OpenAI 2023). It remains
uncertain what policy and self-regulation aimed at algorithmic transparency can
achieve in practice, particularly if disclosures are selective and policymakers lack
technical capacity to interpret them.

The Current State and Limitations of Voluntary Industry
Self-Regulation

Turning from government to industry, voluntary codes and standards are intended
to address the need for self-regulation either instead of government policy or in
addition to it. A prominent example in March 2023 of concern for regulation of Al
was an open letter penned by prominent US tech names that called for a voluntary
pause in developing LLMs for six months (Future of Life Institute 2023). However,
the letter was criticised by Al researchers for ignoring real harms to people that
already exist due to Al, and for being inaccurate in indicating how the letter cited
the researchers’ earlier work on LLMs (Bender et al. 2021; Coldewey 2023). Some
companies have been accused of restricting freedom of expression by pre-emp-
tively facilitating censorship by not allowing some prompts to be actioned, such as
images of politicians (Stanley-Becker and Harwell 2023). Ethics, bias, and accuracy
are some of the key concerns raised concerning Al, but technology is fast outpacing
industry standards and government policy. The consequences of bias in training
data sets, unethical labour practices, and the predatory role of data brokers are
widely documented in the literature (Krafft et al. 2020; Noble 2018; Smuha 2021).
When industries fail to self-regulate effectively, policymakers may step in. In
Australia, for example, the government has welcomed the development of indus-
try-focused responsible Al networks while foreshadowing that government regu-
lation may become necessary if self-regulation efforts are not sufficiently effective
(Tonkin 2023).
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Library Engagement in Artificial Intelligence Policy
Development

Having introduced the broader policy context for Al, this chapter seeks now to
highlight where the library sector has engaged with governmental and indus-
try policy before turning to the work libraries are doing in their institutions to
develop and implement policies. Libraries have engaged in different jurisdictions
and across portfolios to ensure that policies safeguard research, culture, and
the rights of creators. Library associations working with their member librar-
ies and staff have a particular role in leading advocacy campaigns and policy
engagement. Many Al applications are reliant on related policies such as data
protection and copyright reforms to operate. These policies have in turn influ-
enced the development of Al policy and how different platforms and industries
are treated. For example, libraries advocated to the European Commission on
copyright policy reforms to argue that new neighbouring rights in favour of pub-
lishers would impact the ability of libraries to make use of text of data mining or
existing copyright exceptions in support of research, culture, and preservation
activities (European Commission 2016). More recently, an analysis of national Al
plans registered in the OECD AI Policy Observatory identified that libraries were
included in plans in Switzerland, Germany, Norway, the Netherlands, Ireland,
and Bulgaria (Bradley 2022).

Another example of engagement in policy development by libraries includes
a response by the Canadian Association of Research Libraries (CARL-ABRC) to the
consultation on AI regulation and its relation to Canadian personal information
protection laws (CARL-ABRC 2020). Several Australian library organisations made
a joint submission to a federal inquiry on the use of generative Al in education
(Australia. Parliament. House Standing Committee on Employment, Education and
Training 2023; ALIA 2023). As more policies are developed at international and
local levels, the library sector will undoubtedly continue to identify opportunities
to engage to make the case for access to information, maintenance of the cultural
record, and user rights.

At the institutional or library level, there is a small but growing number of pol-
icies developed by libraries as more challenging and risky Al applications become
available. Some Al methods and tools have been embedded in library systems and
services for some time. Recommender systems, optical character recognition (OCR),
and some elements of Natural Language Processing (NLP) that underpin collections
as data work are familiar to many libraries. These somewhat prosaic uses of Al
and ML have been joined by an explosion of media coverage around generative Al,
consumer-facing robots, self-driving vehicles, and facial recognition.
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While the recent developments have increased consciousness, enthusiasm,
and concern about Al among the public, they have also raised questions from
the library sector about the library’s role in explaining the technologies respon-
sibly such as by developing algorithmic literacy (Ridley and Pawlick-Potts 2021).
Library associations have a key role in outlining the issues and policy consider-
ations. While a statement rather than a policy, IFLA’s statement on Al and librar-
ies highlighted a range of ethical and technical issues for libraries to consider
(IFLA FAIFE 2020) and IFLA has indicated that Al policy remains on its agenda in
ten things to look out for in 2024 (IFLA 2024). In the United States, the American
Library Association adopted a resolution on opposition to facial recognition in
libraries in 2021 (ALA 2021).

At the institutional level, research, academic and school libraries have imple-
mented guidance regarding the use of generative Al in assignments and research
articles. Some guidance may be in response to government policy, for example in
Western Australia students were briefly banned from using Chat-GPT in the class-
room (Davis 2023). A framework for the use of generative Al in schools was subse-
quently released by the Australian federal Department of Education in late 2023
(Australia. Department of Education 2023). Educational institutions may set policies
about the use of Al tools and other technologies, which libraries interpret through
guidance about the responsible use of research materials, accurate referencing,
privacy obligations, and managing digital well-being. These activities are ones with
which libraries have long been involved. Consequently, these approaches can be
viewed largely as an update to existing roles and practices.

Future of Artificial Intelligence Policy

Al policy is developing rapidly across multiple issue areas, regions, and sectors.
Further engagement is required to prioritise access to information and to preserve
individual rights at different levels. Emergent policy has a direct and indirect
impact on access to information, the rights of creators and users of information,
and the human rights of individuals and society as a whole. The breadth and speed
of policy development mean that those monitoring the issues and opportunities for
engagement must prioritise the aspects most likely to impact the library sector and
the interests of library users. While many aspects of Al have received significant
media attention recently, the period of deliberation and consideration will likely
be short-lived as Al tools are further embedded into everyday applications, search,
and other basic computing and information processing tasks. The challenge for the
library sector will be to continue to find opportunities to make the case for the free
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flow of information and to safeguard individual rights to ensure future Al policy
lives up to aspirations of being trustworthy, responsible, and people-centred.
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Josette Riep and Annu Prabhakar
8 Toward Bias-free Artificial Intelligence for
Student Success in Higher Education

Abstract: Artificial Intelligence (AI) has continued to increase its footprint in (HCI).
Systems that span every aspect of daily life have become increasingly reliant on
algorithms to identify products, promote opportunities, and guide strategy and
operations. The field of higher education has seen a dramatic increase in the use
of Al to drive recruitment and retention decisions. Persistence predictors and risk
factors for example have garnered broad use across institutions in some cases
without a thorough assessment of the impact on underrepresented groups in areas
such as science technology, engineering, and mathematics (STEM). Tangible exam-
Ples of bias that exist within algorithms are too often developed by teams that lack
inclusive representation or an inclusive approach through training and design. The
study reported on in this chapter analysed US educational data and focused on
leveraging Al to remove bias and inform the design of meaningful solutions to facil-
itate innovative pathways towards STEM graduation attainment for an increasingly
diverse student body. The background and details of the study are outlined in the
chapter, together with explanations of the methods chosen and an evaluation of the
models chosen to minimize bias.

Keywords: Artificial intelligence; Big data; Machine learning; Neural networks
(computer science); Bias-free language; Cultural pluralism; STEM

Introduction

Artificial intelligence (AI) and deep learning are transforming the way everyone
engages, interacts and makes decisions. By executing system driven intelligent
tasks, Al has a growing impact in multiple sectors including entertainment, mar-
keting, the world of work, healthcare, and education.

The importance of science, technology, engineering and medicine (STEM) in
society and education has been emphasized by many, including the Smithsonian
Science Education Center.

Four billion people on the planet use a mobile phone, while 3.5 billion people use a tooth-
brush. In the past two years, 90% of all of the world’s data has been generated. NASA plans to
set foot on Mars in the next 20 years, and driverless cars are already being tested in Europe.
The future is here, and it requires a citizenry fluent in science, technology, engineering, and
math (STEM) (Smithsonian Science Education Center 2024).

3 Open Access. ©2025 the author(s), published by De Gruyter. This work is licensed under
the Creative Commons Attribution 4.0 International License.
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Yet in the years 2011 to 2017 there was an alarming overall decline in enrolments
in STEM by multiple groups, with particularly stark declines for Blacks and African
Americans (National Center for Educational Statistics 2023). The gap is real but
nuanced by the complexity of today’s environment. An increasing demand for pro-
fessionals in technology and engineering is surpassed only by an inability to fill the
demand. Companies are in dire need of professionals in fields like data science,
software development and cybersecurity (Goupil et al. 2022). The pipeline chal-
lenge is real and spans many demographic areas. Data from the US National Center
for Educational Statistics (NCES) longitudinal study from 2011 — 2017 provided in
Table 8.1 shows that almost half of all students (48.99%) who pursued a degree in
science, engineering and math attained the degree (Bryan et al. 2019). The numbers
are significantly worse for Black/African Americans where only 30.53% attained
the degree. Furthermore, 36.27% of Black/African American students left with no
degree compared to 22.57% across all races. The gap highlights the need to deter-
mine the factors contributing to the disparity and to explore ways in which bias
and AI might impact student success.

Table 8.1: NCES STEM Degree Attainment Longitudinal Study Data (Bryan et al. 2019)

Attained Attained Attained No degree No degreel Total
bachelor, associate certificate Still enrolled Left without
degree degree return
(%) (%) (%) (%) (%) %
Science, engineering, 48.9958 10.4094 41211 13.8993 22.5743 100
and math (all)
Science, engineering, 30.5329 8.8300 5.9101 18.4473 36.2797 100

and math (Black /
African American)

In addition to challenges demonstrated by the large number of students who fail
to graduate with a STEM degree, there is a surprising trend in the overall year to
year growth across most demographic areas. Figure 8.1 plots the growth from 2013
to 2021 in STEM related programs by race and ethnicity. There are only two demo-
graphics, Hispanic and Asian, that are seeing sustained growth in degree attain-
ment. African Americans show overall low numbers. Perhaps most shocking is the
dramatic drop in STEM degree attainment by whites, perhaps partially explained
by Covid. In examining how outcomes for underrepresented groups in STEM are
improved, the broader question should be asked about how to improve outcomes
in STEM generally.
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Yearly Growth in STEM Degrees by Demographics
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Figure 8.1: STEM growth by demographic (Data drawn from NCES 2023)

In addition, the track record on the use of Al and machine learning with African
Americans has not been good. There have been many documented cases of Al bias.
Al engines have disproportionately identified African Americans as animals or
criminals. Incredibly, examples include an AI driven folder named gorillas being
used to organize photos of Black people, which makes the disgraceful reality of
inbuilt bias abundantly clear (Metz 2021).

This chapter reports on a pilot study conducted to assess potential bias
when leveraging Al to support student success. Recruitment and retention are
two factors but not the only evaluated in higher education in the US. By con-
ducting the study on the use of AI and machine learning and the identification
of impact factors, it was hoped to identify the potential ways and methods that
bias is introduced and subsequently what can be done to raise awareness of the
issues and provide solutions so that everyone can benefit from the great poten-
tial AI in higher education promises to deliver. The study was conducted leverag-
ing available longitudinal data from the National Center for Education Statistics
(NCES) within the Department of Education in the US. The research undertaken
relied heavily on the ability to create a predictive model or set of models derived
from the processing and analysis of data spanning multiple years. Given the
vast amount of information available through NCES, it served as a foundational
source for data analysis and training.
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The Use of Artificial Intelligence in Higher
Education

Enhanced personalization, dynamic content delivery, gaming, and predictive ana-
lytics are all driven by increased adoption of Al and machine learning (ML). AI
and machine learning have transformed higher education through a wide range of
applications. Student recruitment and retention initiatives in particular have gar-
nered increased attention as educational institutions work to leverage new tech-
nologies including Al to improve student success. Systems such as Civitas Learning
tout the ability to leverage machine learning to impact student attainment. Scien-
tists and experts who work at Civitas Data and elsewhere have highlighted specif-
ically the need to transition student success from risk factor assessment to impact
factor analysis. They emphasize the need to conduct data mining and analysis
within an ecosystem that encompasses the full student life cycle and promote what
they describe as a caring culture that leverages a rich knowledge base of informa-
tion that ties success to institutional activities (Kil, Baldasare, and Milliron 2020).

Researchers undertaking a systematic review of artificial intelligence in educa-
tion in 2019 highlighted hundreds of higher education-focused Al implementations
that spanned several core areas including intelligent tutoring systems (ITS); adap-
tive group formations for collaboration; intelligent virtual reality; and recruitment
and retention strategies (Zawacki-Richter et al. 2019). The following content high-
lights some Al applications in higher education and refers to research undertaken
into their effectiveness.

Intelligent Tutoring Systems

The systematic literature review by Zawacki-Richter et al. identified twenty-nine
studies focused on intelligent tutoring systems including gap diagnosis, strength
identification, learning material curation and collaboration (Zawacki-Richter et al.
2019). There are several examples of implementations in the area of STEM includ-
ing tools such as ALEKS and Metatutor. ALEKS is used in multiple institutions to
provide personalized online dynamic learning in the areas of mathematics and
science. A 2021 study highlighted the effectiveness of ALEKS by studying 9,238 stu-
dents from more than 50 institutions. The study found that ALEKS was most effec-
tive as a supplement to traditional instruction. The results of this study emphasized
the ability to leverage ITS as a supplemental tool and not a replacement for instruc-
tor led courses. Stratification by populations based on race, gender or ethnicity
were not the primary focus.
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Additional research leveraging ALEKS has focused on analyzing drop-out
and graduation rates and the impact of procrastination. The research attempted
to make a correlation between time spent on a task and successful completion by
analyzing student cohorts from 2014-2019 who were required to complete bridge
course material in ALEKS. By analyzing student activity and comparing the amount
of activity along with the timeliness of participation, the research sought to apply
an empirical assessment that derived poor academic performance as a function of
procrastination (Harati et al 2021). The approach provided an example of where
bias might play a key role in the categorization applied to students with very little
inclusion of other variables that could be contributing factors.

Student Success

The use of predictive analytics and systems that focus on data driven success
models have continued to expand in use. Tools like Civitas Learning are used
in multiple institutions in an effort to drive student success across a broad and
diverse population of students. Since 2017 Civitas has participated in a collab-
orative initiative focused on promoting equity and degree completion. Driving
Toward a Degree is a research collaborative for increasing student success across
the higher education landscape. Data is collected and analyzed to offer insights
to institutions for enhancing student support and success, retention, and com-
pletion. The survey responses shed light on perceptions across multiple institu-
tions who have acknowledged the same challenges since 2017. The 2021 study
evaluated responses from 2800 respondents over 1300 institutions (Shaw 2021).
Questions on racial equity help gauge strategic direction and institutional priori-
ties across institutions although there is no detail on the role that predictive ana-
Iytics play in achieving equity and enhancing student success. Many companies
offer proprietary algorithms that on the surface seem promising but lack detail
to determine if the results are effective. Some highlight the importance of analyz-
ing student success programs by effectively measuring impact factors (Carmean,
Baer, and Kil 2021). The challenge and opportunity reside in ensuring that the
impact factors being examined are holistic and representative for all groups.
How for example are underrepresented groups impacted when the algorithms
used are based on training data sets that lack representation? Is it an accurate
predictor for all or does unintended bias play a key role?


https://tytonpartners.com/driving-toward-a-degree-2023-awareness-belonging-and-coordination/
https://tytonpartners.com/driving-toward-a-degree-2023-awareness-belonging-and-coordination/
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Use of Intelligent Virtual Assistants

Neural networks or the practice of automating and processing data regarding path-
ways to support everything from autonomous vehicles to automated photo tagging
to medical diagnoses has become one of the world’s fastest growing industries. In
the US alone, it was projected in 2019 that revenues would increase from 9.5 billion
in 2018 to 118.6 billion in 2025 (Heinonen 2019). Page and Gelbach undertook a
progressive experiment in 2016 at Georgia State University (GSU) to determine
whether Al was capable of replacing human decision-making processes in address-
ing an individual’s personal needs. They delved into the use of neural networks to
facilitate student pathways to college by applying the analogy of autonomous cars
to facilitate active learning and machine-driven response to external inputs. The
student journey from high school to college over the summer was investigated in
an effort to reduce summer melt or failure to proceed by implementing a new Al
system between April and August of 2016 to determine if machine-oriented activi-
ties could automate human decision-making activities. Conversational technologies
and Al were used to support students as they worked through the pre-enrollment,
enrollment and orientation phases required for successful matriculation and uni-
versity entrance.

Key matriculation and entrance activities including the financial aid
application process, submission of transcripts, required health records, loans
and tuition were included, and a virtual assistant focused on three key areas:
required pre-enrolment tasks; reliable data regarding student accomplishments;
and initial responses to frequently asked questions from students related to those
tasks. The overall findings of the research study were encouraging. GSU was able
to maintain a high level of engagement with only 6.6% of students opting out
of the program Through the use of artificially intelligent virtual assistants, The
hypothesis that AI driven intervention would increase successful matriculation
was proven as students who participated in the program had an increased enrol-
ment of 3.3 percent over the group that did not participate in the program result-
ing in a 21% reduction in failed summer matriculation. The project provided a
glimpse into the new possibilities that Al could bring as well as the potential for
improved outcomes and expanded impact (Page and Gelbach 2017).The student
outreach program continues to operate at GSU through the Panther Experience
which:

is designed to maximize your success both inside and outside the classroom. Being a truly
engaged Panther means having a diverse holistic experience built upon the POUNCE
Pillars... the foundation upon which Georgia State Panthers build the necessary skills and
talents to achieve all of your personal and professional life goals. Each pillar aligns with
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specific programs, activities, and services available to all students: Promote Panther Pride;
Own Your Academic Journey; Understand Ethics and Integrity; Nurture Healthy Habits;
Connect College to Career; Embrace Campus, Cultures and Community (Georgia State Uni-
versity n.d.)

Bias Associated with Artificial Intelligence

Damaging examples of machine learning bias or algorithm bias have been well
publicized (IBM 2023). Beyond the obvious are the subtler examples that go unde-
tected. There are situations where the impact of AI models on staff and student
recruitment, promotion, retention, educational opportunities, and educational
support to name a few is not immediately known or identifiable. What happens
when Al is used to identify students likely to fail particular programs or those
more likely to succeed? Do models disproportionately steer African American
students towards vocational opportunities and away from advanced technology
fields such as cybersecurity? There are very real challenges that must be under-
stood and addressed.

There are some leaders in this space who are working to remove bhias from
AL Timnit Gebru is one. An Al expert and leader for more inclusive Al practices,
Gebru has been an advocate for a strong ethical approach to Al that includes
fairness, transparency, and accountability. Through a rich focus on ethics, Gebru
has highlighted the lack of diversity in AI and the need to increase the number
of African Americans and other underrepresented groups developing Al models
(Metz 2021). Gebru and others postulate that models are in part biased because
the creators of the models tend to be a monolithic group of primarily Caucasian
men. Although including people of different experiences and backgrounds may
help, there is also an acknowledgement that standards and guidelines must be
established (Schiffer 2021). In addition, there is an acknowledgement that goes
beyond the model creators, to the data used to generate the models. Models
trained by data that is not also analyzed by subpopulations, for example, African
Americans, may present outcomes that are not reflective of the needs of identi-
fied subgroups.

The Al industry has many opportunities for improvement. And although some
glimmers of desire for improved eradication of bias have come from companies
such as Microsoft and Google, there is undeniably the reality that those who speak
out against bias are at risk as evidenced by the treatment of champions such as
Timnit Gebru and Margaret Mitchell. Gebru and Mitchell were fired from Google
after highlighting biases within Google’s search engine (Schiffer 2021). Since being
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fired, Gebru has been subjected to accusations and racist comments with some
saying that the efforts to oust prejudice were self-aggrandizing and others stating
that Gebru, a Stanford computer science graduate, had no business in the Al field.
Comments telling Gebru to “go back to Africa” highlight both indirect and overt
forms of oppression that plague the technology space.

The Study of Bias in Artificial Intelligence through
Analysis of Data from the National Center for
Education Statistics

This study, reported in this chapter, was conducted against the backdrop of growing
developments in the use of Al in higher education — particularly in student recruit-
ment and retention — and the evident biases associated with these applications.
The study is based on an analysis of data from the National Center for Education
Statistics in the US.

The Data Available from the National Center for Education
Statistics

NCES has at least two longitudinal studies pertinent to the research undertaken.
Beginning Post-secondary Students and Baccalaureate and Beyond both look at
data that spans multiple years

The Beginning Postsecondary Students Longitudinal Study (BPS) currently surveys cohorts of
first-time, beginning students at three points in time: at the end of their first year, and then
three and six years after first starting in postsecondary education (NCES n.d.a)

The Baccalaureate and Beyond Longitudinal Study (B&B) examines students’ education and
work experiences after they complete a bachelor’s degree, with a special emphasis on the
experiences of new elementary and secondary teachers (NCES n.d.b)

In the case of Beginning Post-secondary, the data was collected between 2011 and
2017. With approximately 22,500 respondents, the repository contains a wealth
of information on students spanning their acceptance into college to the closure
of their collegiate career either through degree completion, or an egress from
post-secondary education.


https://nces.ed.gov/surveys/bps/
https://nces.ed.gov/surveys/b&b/
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The data analyzed includes both traditional and non-traditional students, cov-
ering over 80 categories of information. While it encompasses traditional measures
such as financial status, first-generation status, and grade point average (GPA), the
NCES data also captures elements that have historically been considered intan-
gible, such as peer support, faculty-student relationships, campus climate, con-
fidence, and other factors impacting student success. These elements provide a
broader understanding of the challenges students face, including those stemming
from an unfriendly or non-inclusive campus environment. Beyond measuring aca-
demic participation, the data offers insights into social interactions, experiences
with faculty, and the support structures provided by peers or family. While this
data alone helps narrate a comprehensive story, the application of AI could reveal
success patterns that remain hidden with traditional analytical methods. Addi-
tionally, this approach could open new avenues for research into previously unex-
plored pathways.

The Methodology

The study used quantitative analysis to examine the educational data provided by
NCES from 2011-2017. Data was first prepared, then explored, visualized, classi-
fied, and analyzed (Figure 8.2).

Data ) . Insights
Preparation — Summaries & Modeling &

Data Analysis Synthetic Visualization Classification & Predictive

Data Analytics

Figure 8.2: Research methodology
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Data Preparation

The data was reviewed, scrubbed, prepared, and processed through multiple

machine learning algorithms. Analysis for validity included the assessment of sta-

tistical pattern recognition over large data sets following three fundamental com-

ponents:

— Training, using representative data from NCES’s beginning post-secondary
data

— Validation, using model analysis and fine tuning, and

- Testing to confirm of output accuracy.

NCES provides a detailed dictionary that summarizes available data elements along

with source details including category, subject, description, source, time of collec-

tion and descriptive statistics for simple to complex data sets. The first step in data

preparation included a review of all available data elements to determine which

elements would be most beneficial to the development of the model. Part of the

challenge in determining which elements to include was the fundamental acknowl-

edgement that any decision to exclude data may as a matter of practice introduce a

certain level of bias in the form of assumptions. To alleviate any concerns, the study

included most available data elements with the exception of elements that were

identified to have a high level of correlation with other existing data. The following

steps were taken to initially prepare the NCES data:

— High level review of beginning post-secondary (BPS) categories of data via the
NCES codebook

— Creation of NCES DataLab reports filtered by STEM categories and stratified by
degree attainment, race, and gender

- Execution of percentage distribution reports spanning 40 categories by subject
leveraging the NCES DataLab

— Export of generated reports for post review and processing

- Generation of synthetic data, and

— Import of data into a relational database for further processing.

Although NCES provides institutions with access to raw data for analysis, raw data
was not leveraged for this study. In order to address any concerns, synthetic data
generation was adopted to reverse engineer aggregate report data into individual
unidentifiable records.


https://nces.ed.gov/datalab/onlinecodebook/
https://nces.ed.gov/datalab/
https://nces.ed.gov/datalab/
https://en.wikipedia.org/wiki/Synthetic_data
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High Level Analysis

Although the data available from NCES is not solely focused on technology and engi-
neering, a deeper look at the data available from the Baccalaureate and Beyond
longitudinal study identifies many factors that may be beneficial to understand-
ing the higher education landscape for students pursuing a career in engineering
and technology. Before delving into these high-level assessments, it is important to
understand the foundation upon which the Beginning Post-Secondary repository
rests.

Dataset Overview

The beginning post-secondary longitudinal study (NCES n.d.a) consists of a series of
survey assessments spanning 6 years. The comprehensive study includes:

— Over 22,500 US participants

— Participants interviewed biannually over the 6-year period, and.

— Data results spanning over 1900 institutions across the United States.

In addition to survey data, NCES collected institutional data including transcripts,
financial aid information and pre-enrollment data including first generation status.
A demographic breakdown of assessments for the largest populations by race is
contained in Figures 8.3 and 8.4.
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Figure 8.3: Breakdown by race
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Figure 8.4: STEM Breakdown by race

Synthetic Data

Synthetic data is data generated for use in various forms of analysis including
predictive analytics. There are multiple reasons researchers use synthetic data
including:

— Anonymity or maintaining the privacy of study participants

— Lack of available data, and

—  Algorithm training.

Synthetic data is useful only if the generated data mimics the characteristics of real

data sets. The process used to generate synthetic data is key to a successful imple-

mentation. Synthetic data can be generated by different techniques (Dilmegani

2024):

- Distribution which is useful when the data is restricted or unavailable as indi-
vidual records but the distribution of the data is well known across key criteria

— Variational autoencoder, which is an unsupervised model, and

— Generative adversarial network based on iterative model training.

Whether the distribution model is adopted using the Monte Carlo algorithm for
example or a form of deep learning adopted for data generation, the use of syn-
thetic data is still somewhat controversial. Concerns and debate over the validity
of generated data persist. There are however many examples of proven uses for
synthetic data.


https://en.wikipedia.org/wiki/Monte_Carlo_method

94 —— josette Riep and Annu Prabhakar

Examples of Synthetic Data Use

Several tangible examples of synthetic data use in multiple areas exist including
marketing, finance, systems development, quality assurance, security, clinical
trials, and other forms of research (Chen et al 2019). Fraud detection methods for
example is a growing area within synthetic data use. The ability to create data
that provides testing and effectiveness evaluation prior to the implementation of
new security measures can prove to be invaluable as it provides a means of vali-
dating controls without waiting for real data in the form of fraudulent activities
to occur.

As the use of synthetic data continues to expand the processes to generate
synthetic data and its overall effectiveness continue to grow. In a 2020 study,
Tucker, Wang, Rotalinti and Myles set out to create more predictable outcomes
and by using resampling, latent variable identification and outlier analysis, the
researchers produced results that more closely tracked real world data (Tucker
et al. 2020). A final example demonstrates the capabilities of synthetic data gen-
eration by introducing dependency modeling. SynC was created by researchers
to move beyond the reconstruction of data from aggregate source information
to modeling of dependencies across available parameters. Researchers used
Canadian census data from 65,000 respondents to conduct two experiments. The
process followed several key steps including synthetic reconstruction, outlier
removal, dependency analysis, and predictive modeling. In addition, data sets
used for analysis included variables such as personal and family history, which
may have some level of impact when predicting outcomes. Researchers found
that they were able to closely model results found in original data with a high
level of accuracy (Li, Zhao, and Fu 2020).

Process for Synthetic Data Analysis

Although rich and plentiful access to aggregate data existed from NCES, the lack
of access to the raw data warranted a novel approach that provided a means of
taking the research forward. A considerable amount of time was committed to
the analysis and creation of synthetic data leveraging aggregate data from NCES
as the primary source. Key steps included data review and core dependency
analysis, aggregate report generation, aggregate translation, and data genera-
tion.

NCES provides data tools in its DataLab for online review and analysis of
source information. Powerstats in particular provides the ability to generate
reports across all available subject areas. Because this study focused on predicting
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outcomes related to degree attainment, a foundational set of control and outcome
variables was identified and included highest degree attained, race and gender
and major field of study. Other data elements were reviewed and identified for
detailed analysis. The list included elements that spanned institutional character-
istics, education, social experiences, financial background, faculty and student
interactions, confidence factors and other criteria that might have had indirect
or indirect impact on the desired outcome. Ninety-seven different characteristics
with multiple permutations were sourced. Each of the 97 characteristics was ana-
lyzed and a report generated from NCES DataLab. Each report was restricted to
National Science Foundation STEM programs in the areas of computers, engineer-
ing technologies, mathematics, medicine, health, and science. Behavioral sciences
were excluded for the purpose of this study. Each report provided a breakdown
in percentages for a given characteristic stratified by a combination of race and
gender.

To translate the individually generated reports from percentages into raw
values or student counts, calculations were used to convert base percentages to
overall counts first by the overall characteristics breakdown by race followed by
conversions by both race and degree attainment type. Floor values were used for
data analysis and model generation. Generating synthetic records for all param-
eters within each of the 97 characteristics was completed using a cursor driven
implementation. Due to the nature of the data and variations of the parameters
within each characteristic, cursors provided an effective means of ensuring that
the accurate number of person records was created. Approximately 22,500 records
were generated with counts per characteristic adhering to the identified values
and boundaries by race and degree attainment. Once all data was imported into a
small relational database, a simple query of the more than 90 elements as a flat file
with 22,500 rows was used to create a data file or efficient importing and analysis
against multiple model types.

Model Analysis

As part of the process to identify the model(s) best suited for the study, research
was conducted on the most prevalent predictive modeling practices. Some form
of supervised learning was the best approach for what was a classification
problem, although there least one study argues that supervised learning intro-
duces hias into the process (Andaur Navarro et al. 2021). Research had indicated
that logistic regression, gradient boosting, and random forest might be strong
candidates for the predictive modelling required. The criteria used for assess-
ment were:
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— Type of outcome expected

— Method for identifying and excluding characteristics with a high correlation

—  Process for identifying and excluding outliers

—  Model complexity with this study involving a large number of characteristics
and parameters

— Accuracy both overall and by one of the three key groups: Black, Black, and
White, All Races, and

—  Weight analysis.

Figures 8.5 and 8.6 show the results of an initial run of models to determine the best
candidates, with Figure 8.5 examining error rates and Figure 8.6 indicating weight
comparisons. When examining accuracy alone, many of the models appear to be
ideal candidates. Fast Large Margin for example appeared to be ideal in relation
to both accuracy and classification errors (Figure 8.5). However, Fast Large Margin
seemed to be the most unpredictable when making small and large changes to the
weighting of characteristics in the data set. Changes in race, GPA, and other key
characteristics had no impact or significantly opposite impacts when comparing its
output to the output of other models. Random Forest on the other hand seemed to
present more predictable and consistent outputs based on the weighting of selected
parameters (Figure 8.6).



https://docs.rapidminer.com/latest/studio/operators/modeling/predictive/support_vector_machines/fast_large_margin.html
https://en.wikipedia.org/wiki/Random_forest
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Figure 8.5: Models by Classification Error
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Modeling and Bias

Understanding the role that bias has in modelling can be examined from multiple
perspectives. For the purpose of this study, bias was examined from two points of
view: dominance of one population over another, and inherent bias introduced in
modeling algorithms. A high-level view of the generated study data identified key
factors to consider in recognizing and eradicating bias. The first was simply the
breakdown of the population size by a core factor of race and gender. Figure 8.7
shows that the majority of college participants are white. Given the prevalence of
white participants, it is highly likely that weights will be skewed and not fully con-
sider characteristics that may vary based on multiple factors including race and
gender.

FULL RESPONDENTS

mSTEM mNON STEM
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631 840 459
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Figure 8.7: Beginning post secondary population breakdown by race

Determining the best method of addressing the challenges associated with domi-
nance may not be as obvious as, for example, excluding the dominant race from
the modeling analysis. Hanna, Denton, Smart and Smith-Loud rightfully argue that
an examination of racial categories for algorithmic fairness must acknowledge that
race is multifaceted and consists of both institutional and social constructs that are
hard to quantify with a single attribute (Hanna et al. 2020).
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Inherent Bias in Modeling

Benthall and Haynes argue that the use of supervised learning modeling intro-
duces bias by falling toward a dependence on a single variable to quantify race.
They recommend an adoption of unsupervised learning and a reliance on cluster-
ing to identify groupings based on multidimensional characteristics (Benthall and
Haynes 2019). Although unsupervised learning provides for grouping based on
multiple characteristics, it appears to be a first step that still includes some super-
vised learning modeling against clusters if not race. If it is a first step; questions
regarding validity must be considered to ensure that the replacement of generated
clusters does not supplant the importance of race and its potential value as part of
the overall analysis (Benthall and Haynes 2019).

In this study, a model that focused on existing identifiable data by race and also
addressed the need to consider the dimensions related to historical, institutional,
and social constructs of race was deemed desirable and was part of the evalua-
tion process. Based on an analysis of existing supervised learning models and a
set of determining criteria including classification error, accuracy, weighting and
identified key factors, the list of potential models was reduced to three for a final
comparative analysis:

— Logistic Regression
— Gradient Boosting, and
- Random Forest.

Performance of the Models under Consideration
Logistic Regression

Although Logistic Regression is best used when the dependent variables are binary,

itwarranted inclusion in the top three models to be considered for multiple reasons:

— The overall performance of the model was one of best in the algorithms
tested against bachelor’s degree attainment

— The accuracy of assigned weightings in comparison to other models was sta-
tistically significant

— Theidentified factors that help improve the likelihood of obtaining a bache-
lor’s degree meshed well with other high scoring models, and

— There appeared to be a reasonable amount of weight sensitivity and ability
to adjust weights for multiple scenarios and identify outcome changes.

The overall performance of Logistic Regression is presented in Figure 8.8.


https://en.wikipedia.org/wiki/Logistic_regression
https://en.wikipedia.org/wiki/Gradient_boosting
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Performances
Criterion Value Standard Deviation
Accuracy 98.2% +0.1%
Classification Error 1.8% +0.1%

Confusion Matrix

true Associates true Bachelors true Certificate true NoDegree class precision
pred. Associates 551 12 4 54 88.73%
pred. Bachelors 1 1787 1 0 99.89%
pred. Certificate 1 il 348 10 96.67%
pred. NoDegree 0 0 0 1791 100.00%
class recall 99.64% 99.28% 98.58% 96.55%

Figure 8.8: Overall performance of the Logistic Regression model

Although the class precision was not as accurate for associate degrees and certif-
icates, the model rightly predicted bachelor’s degree attainment 99.8% of the time.
The model appeared to work best when running the analysis against a population
of Black and White Only (Figure 8.9) or Black Only. Although more visible in deci-
sion tree models, one can see that a lack of intensity or students who attend less
than full time, students who lack confidence and students who are not living on
campus tend to face greater challenges with degree attainment. Conversely, stu-
dents whose parents have at least a high school degree and students who are well
versed and know requirements for their desired degree tend to excel. Although the
results seem plausible, they are not surprising and similar to other model results.

An interesting difference in use of the model emerged when run against a
Black only population (Figure 8.10). Clear changes in important factors and weights
were present. In particular, the model identified two additional criteria, mental
health, and the number of breaks during college, which might positively impact
degree attainment. African American students whose mental health remains con-
stant are more likely to succeed in college. The area warrants additional study as it
may reflect challenges related to race faced by African American students on and
off campus.
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Figure 8.9: Logistic regression model key factors: Black and White
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Gradient Boosting

Gradient boosting is one of two decision tree models analyzed against the study
data. Gradient boosting strengthens the accuracy of decision trees by creating a
series of weaker decision trees that build upon one another with the goal being that
each successive tree becomes a stronger predictor of outcomes (Chong 2021). From
a strictly performance perspective, Gradient Boosting trees performed exception-
ally well against the study data. The model accurately predicted bachelor’s degree
attainment with 100% accuracy (Figure 8.11).

Performances
Criterion Value Standard Deviation
Accuracy 99.9% +0.1%
Classification Error 0.1% +0.1%

Confusion Matrix

true Associates true Bachelors true Certificate true NoDegree class precision
pred. Associates 555 2 1 1 99.28%
pred. Bachelors 0 1795 0 0 100.00%
pred. Certificate 0 1 354 1 99.44%
pred. NoDegree 0 0 0 1852 100.00%
class recall 100.00% 99.83% 99.72% 99.89%

Figure 8.11: Gradient Boosting accuracy and classification

The key to Gradient Boosting trees is identifying the number of successive trees
required to obtain optimization. In this study, 90 trees were created with a depth
of four.
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Gradient Boosted Trees - Optimal Parameters
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Figure 8.12: Error rate parameters

In addition to the low error rate short learning rate and optimized tree depth
(Figure 8.12), the Gradient Boosting tree model also identified key factors that mir-
rored factors found in both the logistic regression model and random forest model.
The gradient model added additional factors of health and faculty interactions
(Figure 8.13).



8 Toward Bias-free Artificial Intelligence for Student Success in Higher Education == 105

Most Likely: Bachelors
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Figure 8.13: Gradient Boosting trees key factors: Black and White

Gradient boosting trees were a strong candidate as the optimal model for the study
although the actual tree definitions appeared limited for practical application. As
an example, one of the generated trees (Figure 8.14) depicts groupings that appear
to work better for binary decisions, that is, in a group or not. The multiple dimen-
sions of the actual study data might not fit well within this dynamic.
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Figure 8.14: Gradient Tree: Black and White

Random Forest

Random Forest is like Gradient Boosting in the sense that both comprise an ensem-
ble of trees. One of the main differences between the two is bagging. In Random
Forest trees, a collection of independent trees is created using varying subsets of
training data (Yiu 2019). The independence of trees is key as they have no knowl-
edge of each other and therefore the outcomes of each are not influenced by one
another. Random Forest in this case might provide additional flexibility in analyz-
ing parameters that are not simply binary. The overall performance of Random
Forest was comparable to Gradient Boosting trees. The Random Forest model was
able to predict bachelor’s degree attainment 100% of the time (Figure 8.15). In
addition, the Random Forest model’s optimal tree generation is less than Gradient
Boosting with 60 trees 7 levels deep (Figure 8.16).
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Performances
Criterion Value | Standard Deviation
Accuracy 99.8% +0.1%
Classification Error 0.2% +0.1%
Confusion Matrix
true Associates true Bachelors true Certificate true NoDegree
pred. Associates 550 1 0 1
pred. Bachelors 0 1797 0 0
pred. Certificate 3 1 354 2
pred. NoDegree 0 0 0 1852
class recall 99.46% 99.89% 100.00% 99.84%
Figure 8.15: Random Forest model key factors: Black only
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Figure 8.16: Random Forest Tree: Black only

class precision
99.64%
100.00%
98.33%

100.00%

Like Logistic Regression and Gradient Boosting tree models, Random Forest was
also able to identify comparable key factors for successful completion of a bach-

elor’s degree (Figure 8.17).
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Figure 8.17: Random Forest key factors: Black only

The strength of the Random Forest model appears when examining the indepen-
dent trees. As an example, the tree in Figure 8.18 shows pathways for attainment
related to housing and other key factors. The tree shows multiple pathways toward
successful attainment of a bachelor’s degree while clearly identifying additional
pathways with some probability of success.
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Figure 8.18: Logistic Regression model key factors: Black only
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Selected Model: Supervised Learning Random Forest

Although each of the models had advantages and disadvantages, Random Forest

was deemed to be the best for the study for the following reasons:

— Good balance between bias and variance with minimal difference between
the expected and actual values

— Lack of dependence on other trees, unlike Gradient Boosting’s dependence on
pathways defined in previous trees

— Majority voting provides a means of returning optimal results as a predic-
tion from the parallel and independently processed trees

— Overall performance, and

— Ease of analysis.

Some of the results from the survey are shown in the sample trees below generated
from the Random Forest model.

The Results of the Survey

Faculty Interactions and Campus Climate

Across most models, faculty interaction was heavily weighted. Student experiences
with faculty appeared to be a core factor in determining success. Both positive and
negative experiences with faculty can either improve or diminish a student’s ability
to attain a bachelor’s degree. The Random Forest tree (Figure 8.19) points out the
importance of interactions with students and support from parents, family, and
friends.
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Figure 8.19: Faculty interaction, job intensity and student interactions

Financial Aid and Confidence

Overall and not surprisingly financial aid is a key factor for many African American
students. However, even for those who receive financial aid it is not the only
factor. A student’s confidence level as well as the time spent on campus contrib-
utes significantly to success. For example, students who take breaks in their
collegiate career or who are not able to attend classes full time are less likely to
graduate (Figure 8.20).
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RS s ————— I

Figure 8.20: Financial aid, confidence, and the number of breaks
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Intensity, Confidence, and Belonging

The advantages of full-time attendance are identified repeatedly over multiple
models and multiple trees within the decision tree models. Intensity alone however
is not enough. Figure 8.21 shows the importance of confidence and the importance
of feeling a sense of belonging. Students who feel part of the institution or have a
high level of confidence are more likely to succeed.

intensity1314
NULL fulltime
LikelihoodExpectedEdu
Confidenceimproved Confidenceremainedconstant NULL

Bachelors remedial2017

No Yes
FeltPartinst14 MentalHealth1217 g
MentalHealth MentalHealth ]
Neither SomewhatDisagree Improved Lonstant
§ Noneaise FamilyandFriendsSupport
AdvisingUsed StronglyAgree
No Yes
S ihatA
omSghatagres Bachelors NoDegree
No Yes
Ere—
Bachelors
Lt i Bachelors
|

Figure 8.21: Academic intensity, confidence, remediation, and belonging

Parental Support, Positive Campus Climate and Housing

Students to whom parents have provided support from a socialization perspective
are more likely to reach degree attainment. But parental support alone is not suf-
ficient. Figure 8.22 indicates that a positive campus climate along with on-campus
housing helps to increase the likelihood of graduating.



113

8 Toward Bias-free Artificial Intelligence for Student Success in Higher Education

1314

SocioSupportParents1314.

Parttime

Facultyinteractions12

NULL

StronglyAgree

StudiesSatisfaction14

NULL  stronglyDisagree

finaid14

NULL Very important

Associates

Certificate

NoDegree

StronglyAgree
SocialSatisfaction14
NULL Neither SomewhatAgree SomewhatD
NumberofHonors housingwhenlastenr2014
Five Four Withparentsguardians 2
Bachelors T Someplaceelseoficampus ASTosEtE NoDegree
ConfidBooitepcevechainedcbiiitant RaceGender
BAAF
- intensity1415 BAAM
NoDegree
fullime P
Didnotenroll Associates
Bachelors
E— NoDegree
|z |

Figure 8.22: Parental support, social satisfaction, and housing
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Confidence, Housing, and Intensity

Student confidence is critical to overall success. In addition, campus climate and
campus living seem to be dominant factors as well (Figure 8.23).
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Figure 8.23: Housing

Years of Mathematics and Number of Breaks from Study

Data has historically demonstrated the importance of a strong mathematics back-
ground for students in STEM. Additional research in this study provides further
validation of that experience. However, the study also emphasized that a strong
mathematical background is not sufficient. The number of breaks during a stu-
dent’s collegiate career has significant impact. Figure 8.24 shows that students
who took at least one break were much less likely to graduate regardless of their
mathematical background.
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Figure 8.24: Years of mathematics and breaks from study

Mathematics, Support, and Social Satisfaction

Another example that shows the weight of a strong mathematics background along
with underlying dependencies is found in Figure 8.25. One can see the impact
campus climate can have on degree attainment. Students who experienced strong
social satisfaction or satisfaction with relationships spanning fellow students,
friends, and faculty were more likely to succeed than students with negative

campus experiences.
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Figure 8.25: Years of advising, support, and social satisfaction

The Random Forest trees presented are but a few examples from 60 independent
parallel trees within the model. Random Forest encapsulates the complexity and
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inter-dependency of a multitude of variables that have some level of impact on
student success and present the results in a clear way.

Key Findings

The data was not only analyzed using multiple models but also through two key
perspectives. Each model was run initially using four key groups by race: White,
African American, Hispanic, and Asian. The data was then run through the various
models using African Americans only. Consistently across models the results
showed that factors identified as success or failure factors for African Americans
differed when focusing on African Americans only as opposed to the entire group.
The differing outcomes reinforced the potential for bias when one population is
overshadowed by the dominant group.

Confidence

Across multiple models, confidence became a dominant factor for African Ameri-
cans in higher education. Factors such as high school GPA continued to play a key
role; however, in many cases confidence alone was a key differentiator between
students who drop out and students who successfully complete a bachelor’s degree.

Faculty Interactions

Faculty interactions regardless of race appeared to play a key role as well. African
American students who documented poor faculty interactions more frequently
than not failed to graduate. White peers however had significantly fewer poor
faculty interactions. Furthermore, white peers who had negative interactions were
still more likely to complete their degree.

Mental Health

Mental health was a key success factor for all race groups. Students challenged with
mental health concerns were at a significant disadvantage. In all groups students
who measured their mental health as good or higher were more successful. The
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data also appears to show that many students in this study experienced a decline in
their mental health. This area warrants more research.

Advising

Surprisingly for both White and African American students the use of Advising in
the first year was seen as a detractor to successful graduation. More analysis is
needed to understand the implications of the finding in this area.

General Findings

The project highlighted several instances where institutions leveraged AIML with
varying degrees of success and exemplified common traits in terms of both suc-
cesses and continued challenges. One challenge in particular is the continued lack
of student success for underrepresented groups in areas such as STEM. “Black and
Hispanic workers remain underrepresented in the science, technology, engineer-
ing and math (STEM) workforce compared with their share of all workers, includ-
ing in computing jobs, which have seen considerable growth in recent years” (Fry,
Kennedy, and Funk 2021). Even with the advent of Al and machine learning and
the wide adoption of tools like Civitas Learning the overall numbers in areas like
engineering have not improved. The Hechinger Report consistently reports on race
and equity issues in American education and has drawn attention to the ongoing
persistent and painful gaps in educational outcomes. The problems continue and
the number of African American engineering and mathematics graduates declined
in 2021 (Collins 2021; Newsome 2022).

Conclusion

The use of Al and machine learning in higher education opens up a world of pos-
sibilities. The thorough analysis of existing data collected over multiple years pro-
vides a glimpse into what is possible. By running analytical models for both the col-
lective population and subpopulations by race, a glimpse of the significant outcome
differences can be gained. The differences highlight the importance of ensuring
subpopulations are adequately represented and weighted during the training and
modelling phase. If done correctly, there is an opportunity to improve outcomes
for not only African Americans but all students (Riep and Prabhakar 2021). If done
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incorrectly, Artificial intelligence and machine learning have the power to perpet-
uate existing bias and stereotypes that make it difficult for students to succeed.
Although this study focused primarily on STEM there is every reason to believe that
the same process could be used across multiple subject areas.
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Raymond Uzwyshyn

9 Building Library Artificial Intelligence
Capacity: Research Data Repositories and
Scholarly Ecosystems

Abstract: Artificial intelligence (AI) possibilities for deep learning, machine learn-
ing and natural language processing present fascinating new library service areas.
These areas are being integrated into traditional academic library activities, digital
literacy, and university research environments. Most university faculty, graduate
students and library staff work outside of computer science disciplines and require
help in discovering, accessing and using data. This chapter overviews methodolo-
gies, infrastructure, and skills needed for building Al capacity and new Al services
within academic libraries suggesting steps that may be taken by way of training
to establish a sound foundation for future implementation. The role of Al in the
digital scholarly ecosystem is discussed. Library Al scholarly pathways are clarified
and focused steps are suggested to move library staff, researchers, and students
towards new Al possibilities.

Keywords: Artificial intelligence — Training; Deep learning, Data storage and
retrieval systems; Academic libraries; Research libraries

Introduction

Deep learning, machine learning and natural language processing are fascinating
new areas of artificial intelligence (AI). This chapter overviews pragmatic steps
which can be taken to establish sound foundations for optimizing AI possibilities.
Topics outlined include research data repository foundations, digital scholarly
research ecosystems and relevant tools and services to set the groundwork for new
emerging Al possibilities. The ideas presented draw on the pragmatic work of the
author in two universities and over nine years of Al related projects, 2014-2024.
Developing Al-related library scholarly services for research faculty, graduate
students and library staff begins with education and training. This chapter pro-
vides a list of learning resources in the Appendix, along with background mate-
rial references.

B Open Access. ©2025 the author(s), published by De Gruyter. This work is licensed under
the Creative Commons Attribution 4.0 International License.
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Educational Steps and Scaffolding

To build any successful library Al program, educational steps and scaffolding are
needed (Figure 9.1). The learning curve for Al is steep and staff education and
training must be seriously considered by library managers and administrators. Al
implementation combines areas of computer and information science, program-
ming, and information technology project management. The objective of any Al
educational program is to develop a more sophisticated vocabulary towards Al
programmatic literacy enabling larger conversations. The university’s learning
community must become familiar with the language of Al to facilitate subsequent
conversations on project possibilities and work effectively with AI engineers and
experts for successful implementation of projects.

Learning

Zone of

Proximal

Develo p ment f; Independent Learning

C - 1

Learning Happens w/ Guided w
Steps Scaffolding v

Concept Areas: Data Science, Machine Learning, AI, Information Science,
Programming, IT Project Management

Learning is Too Easy:

Figure 9.1: Educational Scaffolding and Steps Towards Learning (Warren 2021)
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Artificial Intelligence Paradigms and Origins

Al has many origins, each with unique algorithmic paradigms (Table 9.1). Some par-
adigms are better suited than others for particular problem areas and it is best for
any algorithmic literacy program to begin generally. There are many good introduc-
tory texts, documentaries, online courses, and YouTube videos to inspire learners
before engaging with more complex aspects like deep learning’s back propagation,
matrix math and calculus cribs needed to understand processes. Learning materi-
als are listed in Appendix 1 of this chapter, with two parts A and B. Part A lists intro-
ductory materials and Part B provides a list of learning materials in specific aspects
of AL Carnegie Mellon’s Tom Mitchell and independent scientist from Vienna Uni-
versity of Technology Kéroly Zsolnai-Fehér through his Two Minute Papers YouTube
videos (Appendix 1A Mitchell 2022; Zsolnai-Fehér 2022) provide inspiring over-
views of recent AI development and progress. Pedro Domingos’ hook The Master
Algorithm, provides an excellent categorization of the different Al schools, origins,
algorithms and best solutions for various problem areas or tasks (Domingos 2015).
Video interviews with Domingos provide additional useful information (Appendix
1A Domingos 2016, 2020, 2022).

The goal of building awareness of Al in the larger university community and
library staff is to inspire and create the desire for further knowledge to build new
skill sets. Present Al attention is largely focused on deep learning, machine learn-
ing (Hart and Recht 2022) and neural nets or networks (Carnes 2019; Appendix 1A
ColdFusion 2020, LeCun 2022, Mitchell 2022; Appendix 1B Fridman 2022). While
there are other important areas, beginning with deep learning and moving on to
machine learning present useful approaches for an initial focus on AI which can be
used as the basis for extending to a wider program.
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Table 9.1: Al Paradigms, Origins and Algorithms (Based on Domingos 2015)

Al Paradigm Origin Algorithm Problem Solution
Deep Learning Machine  Neuroscience Back Propaga- Complex Tasks, Back propagation
Learning (Neural Nets) tion Neural Nets Hidden Patterns
Symbolic AI Logic, Philosophy Inverse Deduc- Knowledge Inverse Deduction
tion Composition
Bayesian Inference Statistics, Proba- Probabilistic Uncertainty Probabilistic
bility Theory Inference Inference
Evolutionary Computa-  Evolutionary Biol- Genetic Algo-  Structure Dis- Genetic
tion ogy (Complexity rithms covery Programming
Theory)
Reasoning by Analogy Psychology Kernel Machines Similarity Kernel Machines
(Support Vector
Machines)

The last ten years of developments in deep learning or neural net algorithms have
shown incredible progress. There have been significant results in natural language
processing, conversational chatbots, cybersecurity and strategic reasoning with
sophisticated AI programs like AlphaGo that plays the board game Go, computer
vision and object recognition (Appendix 1A Mitchell 2022). In initially exploring
Al it is best to overview the field briefly and set scalable limits. Progress can be
made incrementally with both algorithmic paradigms and pragmatic applications
for library staff, research faculty and graduate students so that projects may be
achieved, and core research and data analysis enabled. Once a level of awareness
of the subject area has been attained, along with inspiration about potential uses,
learners can gain skills which lead to mastery (Figure 9.3). Deeper knowledge and
skills enable library projects and ensure that faculty and graduate student research
moves to new levels.


https://en.wikipedia.org/wiki/AlphaGo
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Figure 9.2: Levels of Learning

Online Research Data Repositories

There is a clear trajectory in academic libraries from data and data collection to
data science, analytics, visualization, and Al. Everything begins with the data and
its organization. A good online research data repository will allow a university
library to consolidate and share online faculty and graduate student research. A
data repository organizes university research data and provides important online
data archiving and publishing strategies. Constructing and using a data repository
provide library staff, faculty, researchers, and students foundational skills sur-
rounding important tasks of data organization, cleaning and creating structured
data, data citation and building metadata schemas. The skills acquired will be
important building blocks for forging AI’s larger pathways.
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Figure 9.3: Original Homepage for Texas Data Repository (Uzwyshyn 2016, 2022b)

The Texas Data Repository (Figure 9.3) is an example of a research data reposi-
tory which reconfigures the open source Harvard Dataverse as a consortial, envi-
ronmental, aggregating data from various Texas universities. Establishing such
an open-source software application on an individual, institutional or consortial

Help

configuration builds staff human resource infrastructure skills contributing to

understanding and implementing Al Building a data repository for an institution
encourages scholars and library staff to use and understand basic data cleaning
tools such as OpenRefine which is a powerful tool for working with messy data and
transforming it to a suitable state for use by an Al algorithm for later training and

processing.


https://dataverse.tdl.org/
https://data.harvard.edu/dataverse
https://openrefine.org/
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Figure 9.4: The Online Research Data Repository Lifecycle (Uzwyshyn 2022b)

Gaining fundamental data literacy through experience with the online research
data repository lifecycle (Figure 9.4) will serve the university community and
library staff well for building Al projects.

Digital Scholarship Ecosystems

A digital scholarship ecosystem (Figure 9.5) should be pursued following the
development of an online research data repository. While a data repository will
always be central, an online institutional collections repository should also not be
overlooked, especially for the ability to store and house metadata, core data and
textual files. The well-known open-source software, dSPACE, can be used for the
university’s digital collections repository. There are four tertiary communication
components to the Texas repository: an online electronic theses and dissertation
management system (ETD) using VIREO software; an identity management system


https://www.dspace.com/en/pub/home.cfm
https://vireo.software/en
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using ORCID; an open academic journal system using O]S3; and user interface
content management software based on OMEKA. The combination of the content
and communication components make up the digital scholarly ecosystem which
can be used as the foundation to enable future larger AI pathways.

TWO PRIMARY

COMPONENTS
(Content)

* RESEARCH DATA REPOSITORY
* DIGITAL COLLECTIONS REPOSITORY

Bﬁtaverse“o% i VR0
Project ' Electronic Theses and Dissertation (ETD

Online Research Data Repository = D 0 Management System

DSPACE
Online Institutional
Digital Collections Repository

FOUR TERTIARY
COMPONENTS

(Communication)

/D « Electronic Thesis and Dissertation Management System
* Identity Management System

omekazet * Open Academic Journal Software

* User Interface/Content Management Software

Figure 9.5: Digital Scholarship Research Ecosystem, (Uzwyshyn 2022a).

Capitalizing on Digital Scholarship Ecosystems
through Artificial Intelligence

Innovative open science and Al possibilities can be used to extend the use and value
of a DSE. The following exemplifies what can be achieved. Harvard’s Dataverse
allows for the uploading of datasets from other universities to a specific research
data repository for later sharing or use by anyone globally. The HAM10000 image
dataset is a large collection of multi-source dermatoscopic images of cancerous
skin lesions uploaded to Dataverse by Viennese dermatologist, Dr. Philipp Tschandl
(Tschandl 2018). The data was subsequently used by Islam, Khan, and Chowdhury
(2021) at BRAC University in Bangladesh for an undergraduate thesis. The students
downloaded and used the image data to train a deep learning neural net algorithm
to recognize cancer growths with efficiency greater than, or equal to, board certi-
fied dermatologists. BRAC University library provides an institutional repository to
house theses and dissertations and the student work has been further opened glob-
ally by this means. The example demonstrates the power of open science combined
with AT operating on global levels through the enabling power of digital scholar-


https://orcid.org/
https://docs.pkp.sfu.ca/
https://omeka.org/
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ship ecosystems and data repositories. Content and data that would otherwise be
unavailable can be brought together with new machine learning algorithmic tech-
niques (Esteva et al. 2017). New research is enabled; students can produce quality
theses; and geographically dispersed content and knowledge from different conti-
nents can be aggregated to advance the pursuit of knowledge and science.

Artificial Intelligence and Human Resources

In creating an appropriate Al staffing infrastructure, hiring a whole new depart-
ment is not feasible for most libraries. Most research and academic libraries have
in place operational digital collections and/or data repositories and some have
DSEs. Previous experience with such systems will shorten the Allearning curve and
facilitate the training process. A staff member already in place working on reposi-
tories can initially take up a data-centered function with a new Al-focused research
data repository. Other skills related to cataloguing digital metadata creation can be
transferred. Use of existing staff skills will serve upcoming Al functions well, espe-
cially with regards to machine learning.

One particular skill required for AI implementation relates to data labeling
which is a key step in neural net training and machine learning (Kudan 2023).
Various other data cleaning and metadata skills are also useful. As a tiered gateway
towards Al hiring a data visualization specialist is useful for expanding skills and
knowledge for more complex Al initiatives. A data visualization specialist can ini-
tially provide support through the creation of dashboards (Figure 9.6), visual rep-
resentations for analytical projects and data-driven decision making. Visual tech-
niques can be applied to faculty and graduate student research data. Library staff
working with researchers can introduce the potential of expanded data reposito-
ries and create bridges toward upcoming Al pathways.


https://en.wikipedia.org/wiki/Data_and_information_visualization
https://en.wikipedia.org/wiki/Dashboard_(business)
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Figure 9.6: Library Data Driven Dashboards as Operational Gateways Towards Al

Artificial Intelligence Learning Paths from Data to
Carpentries

As the algorithmic literacy needs of both library staff and the surrounding univer-
sity research community are recognized and understood, researchers and library
staff alike will require more pragmatically oriented foundational coding and data
science skills to optimize research data through higher level insights. Education
and training for librarians, researchers and faculty should include development
of strategies to clean and normalize data along with the use of programming lan-
guages like Python.


https://www.python.org/
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Figure 9.7: Data, Software and Library Carpentries. (Appendix 1A Carpentries n.d.)

The Carpentries is a global community project based in California, US, which pro-
vides foundational computational and data science educational programs. The
Carpentries’ workshops (Appendix 1A The Carpentries n.d.) combine pragmatic
programmatic knowledge needed by university researchers and graduate students
with algorithmic literacy needs of library staff (Figure 9.7). Collaborative work
may begin between research faculty working on learning how to empower their
research through effective data organization and programming and library staff
who are taking up new methodologies towards enhanced library algorithmic liter-
acy Al infrastructures and programs.


https://carpentries.org/teach/
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Conferences on Artificial Intelligence

It is important to keep staff both motivated and inspired through understand-
ing benchmarks and milestones being achieved in society in areas like medicine,
natural language processing, and games. New library Al conferences are emerging
along with specialized sessions at general library conferences and serve the pur-
poses of informing and inspiring. Early conferences included Carnegie Mellon on
Artificial Intelligence for Data Discovery) 2019, 2020 (Carnegie Mellon University
2023). The annual Fantastic Futures International Conference on Al for Libraries,
Archives, and Museums has been held in various locations ranging from Norway
with the 2018 Conference to Canberra, Australia in 2024. Al presentations are now
regularly held at library technology conferences such as Computers in Libraries
scheduled for March 2024, and events sponsored by the US based Coalition for Net-
worked Information. The activities of the International Federation of Library Asso-
ciations and Institutions (IFLA) Artificial Intelligence Special Interest Group have
sponsored conferences on topics like New Horizons for Al in Libraries in 2022.

Library Artificial Intelligence Prototypes

Machine Learning

Input Feature extraction Classification Output

Deep Learning

:
—@

Input Feature extraction + Classification Output

Image source : hitp-//didare com/en

Figure 9.8: Convolutional Neural Net (Uzwyshyn 2022a)
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Figure 9.9: Image Extraction Classification (Uzwyshyn 2022a)

Encouraging library staff to pursue Al beta projects allows them to gain initial
understandings of the various models for use in machine learning and deep learn-
ing (Figure 9.8) and to become familiar with various pieces of the puzzle needed
for working on machine learning projects. Involvement in visual AI projects will
require knowledge of new tools like NVIDIA graphic cards and skills in image
extraction (Figure 9.9). What is important in conducting Al experiments is encour-
aging staff to think about new possibilities. Understanding processes and possibil-
ities is more important than achieving results at the early stages. Experimenting
with protypes provides opportunities for library staff to learn and gain expertise in
the various applications of Al to research and development.

Other Artificial Intelligence Training Programs
and Experiences

Al library specific institutes and workshops are being offered by organizations like
the Institute of Museum and Library Services (IMLS). The IDEA (Innovation Dis-
ruption Enquiry Access) Institute on Artificial Intelligence (Table 9.2) is a one-week
professional development program for library and information professionals. Ini-
tially funded by the IMLS Laura Bush 21st Century Librarian Program (2020-23),



https://www.nvidia.com/en-au/
https://www.imls.gov/
https://www.asist.org/meetings-events/idea-institute/
https://www.asist.org/meetings-events/idea-institute/
https://idea.infosci.utk.edu/
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it now operates under the banner of the Association for Information Science and
Technology. It has provided a wide range of content related to Al, with the 2020
program held at the University of Tennessee and the 2021 program at the Univer-
sity of Texas at Austin. Some information and library schools are extending their
offerings into Al-related areas and offering doctoral programs in specialized areas
including AL which will bring new skillsets into libraries. Organizations like the
Council for Library and Information Resources (CLIR) promote and provide pro-
grams on both US and global levels (CLIR n.d.).

It is important for library leaders to encourage attendance by library staff at
such programs, to write recommendation letters and to ensure motivated employ-
ees apply for and attend training programs available. Workshops and institutes
motivate staff, provide curriculum content, facilitate sharing of ideas and create
new networks for attendees.

Table 9.2: IDEA Institute on Artificial Intelligence

=
INSTITUTE of . _ I D = A
Museum..«Library = ==
A=, INSTITUTe ON
ARTIFICIAL INTELLIGENCE
o Weeklong Fellows Program at m Al challenges and opportunities
University of Texas, Austin m Ethical considerations and guidelines
(20 Fellows) m UX-Human/Al Interaction Lifecycle
- m Existing library, archive, and museum projects
¢ Onboar.dlng, m Al projict plzrnyning ot
¢ AllInstitute o Project Design
¢ Library Centered Al o Data collection, classification, and transformation
¢ Programming Workshops o Roles and implementation
e Final Project m Python Basics, Python for Machine Learning
e Al Specialist Support m APIs and bibliometrics
m Al in search and discovery
o Networking with National Library | m Machine learning and coding
Al Experts m Harvesting, evaluating, and training data sets for use
e Other Fellows in AI
m Conversational AI — Theoretical Foundations
m Conversational Al — applications
m Linked Open Data Machine Learning for text with
topic modeling and clustering

Library staff attendance at such programs is essential. Attendees can bhe offered
leadership opportunities through sharing curricula content with others and plan-
ning infrastructure development at the local level to meet emerging needs.


https://www.clir.org/
https://www.asist.org/meetings-events/idea-institute/
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Library Collaboration

As libraries retool for the paradigm shift caused by the emergence of Al, so too
must parent institutions and associated information technology infrastructures.
Adopting new processes and implementing new hardware and software provide
unexpected opportunities for collaboration, participation, and partnerships. Many
universities are adopting new Al ChatGPT-like (Open AI 2024) infrastructures for
students and faculty campus-wide. The use of chatbots presents opportunities for
libraries and librarians to utilize old skills in different ways and to develop new
skills for improved services to users.

Subject librarians may retrain to gain new skills for Al projects, Previous
research skills can be retooled towards new Al research software possibilities or
deeper understanding of Al natural language processing models ranging from Open
AT’s GPT4 to Google DeepMind and other upcoming models. The previous research
and instruction librarian can be newly minted in the role of Chatbot Administrator
or Prompt Engineer (Cohere 2023; Go 2023; Woodie 2023).

Libraries as Complex Adaptive Systems

Universities are complex adaptive systems (Bryant, Dortmund, and Lavoie 2020)
and libraries are dynamic systems within them (Figure 9.10). Patterns emerge from
complex interdependencies (Human Dynamics Systems Institute 2024). As patterns
emerge from relationships between faculty, librarians, and others, it is helpful to
formalize activity through some kind of mechanism such as an AI Working Group.
Ideally, the membership of such a group will begin through informal partnerships
and collaborations of interested library staff and others within the university
or organization. As work ramps up on specific projects, the group should be for-
malized to continue conversations. Membership of the group can be extended to
include university faculty, researchers, and graduate students. Formal structuring
of activity will help guide future directions and lead to the development of strategic
paths adding innovation and vision to new activities and optimizing the potential
use of Al within the university.


https://chat.openai.com/auth/login
https://chat.openai.com/auth/login
https://openai.com/gpt-4
https://openai.com/gpt-4
https://deepmind.google/
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Figure 9.10: Libraries as Complex Adaptive Systems (Human Dynamics Systems Institute 2024)

Conclusion

The new road to library success in Al is largely open (Cordell 2020) and there are
further trailblazing opportunities. Al adds value through deriving insight from
the vast arrays of data which make up the 21st century academic research library
research content areas (Hervieux and Wheatley 2022; Kleinveldt 2022; Nogales,
Garcia, and Medina 2022). The prospects of using Al for advances towards the
next levels of human knowledge seeking and discovery are huge. The potential
for exploration of new connections between ideas from disparate disciplinary sets
and making new discoveries with fresh insights is incredible. It is vitally important
that libraries and librarians develop knowledge and expertise in Al and its applica-
tions. Libraries should be currently taking planned steps along the Al path to begin
exploring possibilities and implementing projects which will allow them to deliver
new leading edge information services to the communities they serve.


https://www.hsdinstitute.org/resources/complex-adaptive-system.html
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Neli Tshabalala

10 Impact of Artificial Intelligence on
Library Services: Reflections on a
Practical Project

Abstract: The industrial revolution typology has been used to describe the impact of
various technologies on all aspects of society. The fourth industrial revolution (4IR)
denoting the rapid technological change which has occurred in the 21st century is
seeing a transition to the fifth industrial revolution (5IR) which promulgates the
integration of traditional and new technological systems along with sustainability.
The technological changes and fresh perspectives have enabled a paradigm shift
within libraries from the provision of traditional services to online services with
implications for future library operations including the application of robotics.
This chapter describes a project on the development of an autonomous robot assis-
tant as part of new eservices and technological infrastructure integrating library
systems and services to improve efficiency and effectiveness at the North-West
University in South Africa. The project explored the impact of artificial intelligence
(AI) within the University, examined the views and perceptions of stakeholder
groups in determining and implementing innovative tools suitable for supporting
teaching, learning, and research, and investigated the process and impact of imple-
menting Al along with the legal and ethical issues and administrative concerns.
The findings indicated that Al enables creative thinking that can transform library
and information services to enhance user experiences. Al presents an opportunity
to develop self-help tools for library users and add value to the library’s online
presence. Embracing automated business processes using Al within the Library
improves operational efficiency. Al has the potential to transform library services
and operations.

Keywords: Artificial intelligence — Library applications; Robotics — Academic
libraries; Chatbots

Introduction

Schwab (2017) characterises the fourth industrial revolution (4IR) as a fusion of
technologies that blurs the lines between the physical, digital, and biological
spheres. Technology is everywhere and embedded in every aspect of society with
global connectivity. The 4IR has had a major impact on the services provided by
libraries as they seek to integrate technology to improve the student experience and
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match new approaches to learning. In the application of artificial intelligence (AD),
academic libraries are reimagining their services and exploring new ways of pro-
viding information resources and services to meet user needs and support teach-
ing, leaning and research activities on and off campus. Many libraries have adopted
Al and robotic process applications to respond innovatively to digital transforma-
tion and to maintain competitiveness in the higher education learning landscape.
Although the digital world enables the competent use of innovative technologies in
various sections of the library, financial implications such as affordability, budget-
ing, and sustainability are of concern.

This chapter provides an overview of some of the developments in Al, describes
practical applications, and examines the impact of Al on academic libraries through
a project examining the use of Al in North-West University (NWU) in South Africa.
The project involved the study of a humanoid robot with visual intelligence using
natural language processing (NLP) algorithms to facilitate communication between
library users and a knowledge-generated database. A literature review on human-
like AI machines was first conducted followed by a qualitative approach to collect
data on different integrative Al tools that encouraged interaction, fostered deep
machine learning (ML) and addressed language diversity. The resulting data was
analysed to develop an increased understanding of Al phenomena. The findings
were interpreted through reflection to identify optimal applications of Al in library
reference and marketing services. The aim was to implement technological solu-
tions that would result in a measurable improvement of efficiency and effective-
ness with researchers and students. The self-help tools identified included a chathot
whose components could be tightly integrated into a physical robot. The physical
robot exhibited chatbot capabilities that could interact with staff and clients in a
live chat environment 24/7. The chatbot could engage in small conversations. The
physical robot was an autonomous assistant making use of open-source hardware
and software and could freely move around the library to help patrons.

The Context

The North-West University (NWU) is a multi-campus university with eight facul-
ties which was formed from a merger of the former University of North-West, the
Potchefstroom University for Christian Higher Education, and the Sebokeng Campus
of another university, Vista, in 2004 as part of the South African government’s plan
to transform higher education. NWU enrolled over 45,000 students in 2021 of whom
5000 were postgraduates, with just under 10% distance students. The University
emphasises transformative initiatives. It has a strong values system and focus on
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excellence: “Where the willow trees grow and the thorn tree spreads its shade,
there you will grow in knowledge”. The Library and Information Service at NWU is
committed to partnership in student success, open scholarship and research, and
its strategic priorities for 2024 and beyond are: content discovery, innovate and
integrate, inform, educate and communicate, enable and disseminate, encourage
and empower, and engage and position (North-West University. Library and Infor-
mation Service 2021). The Library emphasises its digital and online services and is
working with the Faculty of Engineering on a prototype library robot.

Artificial Intelligence within the University and
the Library

Artificial intelligent technology entails machines that perform tasks normally
undertaken by human intelligence. The new technologies offer positive benefits for
all. Al incorporates a range of techniques and has emerged as an agent for use in
multiple environments including universities and libraries.

Artificial Intelligence within the University

Introducing Al into the university environment has resulted in innovative changes
in higher education and a repositioning of the focus on learning analytics with
real time dashboards that assist with decision making, optimise workflows offered
through inter-connected smart devices, and support evolving curricula leading in
some instances to authentic learning. There are also improved learner capabilities
by use of Virtual Reality (VR) which is a computer-generated environment with
scenes and objects that appear to be real, making learners feel they are immersed
in their surroundings. The combination of Augmented Reality (AR) and VR, along
with AL has the potential to assist students that are struggling to understand diffi-
cult academic concepts. An enhanced version of the physical world is offered, using
digital visual elements, sound, or other sensory stimuli delivered via technology.
There is some evidence that the combination of the technologies improves student
results. Learners embark on a learning journey and engage with experiences in
ways not previously possible and obtain real-time feedback from their instructors.
Appropriate use of technology can provide differentiated student experiential
learning. Expert systems have been used to understand student learning needs by
analysing information use patterns together with visualisation data techniques.
Students can be provided with learning experiences focused on individualised
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learning outcomes with appropriate resources and contextual directions. Students
can access digital learning resources at times and in places where they are needed.

Al has had considerable impact on research activities, primarily through
improved data analysis where Al algorithms can speedily analyse vast amounts of
data to identify patterns and trends. The research process can be enhanced through
knowledge synthesis leading to improved research outcomes. Data mining tools
can be used to transform data into knowledge. Data virtualisation techniques using
dashboards can simplify data analysis as well as promote data science principles
for better interpretation, use and reuse of data through the integration of various
processes.

Other applications of Al are in the workforce where it has been used to automate
simple lower-level tasks. Frey and Oshorne (2017) stated that at least 65% of work
activities could be automated with an achievement of 30% the most likely. However,
it seems unrealistic that certain tasks will be completely done by machines; instead,
they will be enhanced by AI and the people involved will have the opportunity to
focus on the creative and social aspects of work. Seamless workflows will reduce
costs and improve service delivery. Al has the potential for improving professional
development through enhanced training and development opportunities, targeted
personalised learning, content curation, and new learning management systems.
Al can be used to identify gaps in knowledge, and to provide programmes contain-
ing content targeted to new skills and expertise required. Training can be focused
and differentiated according to individual learning needs. Al can help accelerate
learning and create a more productive workforce.

Artificial Intelligence within the Library

The library must respond to new directions being taken in teaching, learning and
research and lead the way in encouraging innovative Al applications. Librarians
are already familiar with the use of some AI applications, such as search engines
that use AL conversational agents, social networks, chatbots, and Al applications in
library systems. The existing knowledge and experience of librarians provide the
basis for further experimentation and implementation of AL Incorporating innova-
tive technologies is a unifying approach and some applications can be integrated
into existing services using simultaneous discussions and online chats for enhanced
eservices support. There are many Al applications of interest to the library with
potential for use in process automation, collection management, online reference
services with the use of chatbots and robots.
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Process Automation

Al can be used with radio-frequency identification (RFID) technology to locate
individual items in library collections or to track items using tags, improving the
security of collections. The introduction of RFID technology has facilitated faster
issuing, sorting and returning of books and the addition of robotic functional-
ities has added further improvements. Automated storage and retrieval systems
(ASRS) are being enhanced with Al applications. Self-issue systems have become
more popular as libraries adopt new technologies. Using Al tools within circulation
and lending can assist in making suggestions for loans based on users’ previous
searches and borrowing patterns, and ensure more personalised services as well
as greater accessibility to information content in both print and digital formats. Cox
emphasises that “the diffusion of innovation takes time” (2021, 8). Physical access
to library resources will remain significant for the foreseeable future. There are
also continuing benefits to be gained from personal interactions between users and
library professionals, which can be encouraged by interactive systems.

Collection Management

Use of natural language processing (NLP) which combines rule-based modelling
of human language with statistical and machine learning models can facilitate
automated collection management through indexing, subject classification, and
assignment of subject headings as well as improving cataloguing processes. One
Al application is Robotic Process Automation (RPA) which can be integrated into
library processes for mundane and repetitive tasks like shelving, and book circula-
tion. Such developments improve workflows and outcomes and contribute to the
creation of a smart library that uses digital services to enable accessibility for users
anywhere and everywhere. Use of intelligent techniques with services like docu-
ment delivery can improve efficiency.

Online Reference Services

Expert systems were one of the early Al applications. An expert system comprises a
knowledge base and an inference engine and seeks to replicate the decision making
of a human expert using if-then rules. Expert systems have had many applications
in libraries and have been in use since the 1980s. In some instances, they provide
user interfaces for accessing existing online systems and have facilitated improved
search strategies providing an intelligent front-end interface. Some expert systems
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provide management services, such as analytical details about users. Omame and
Alex-Nmecha (2020) postulate that an expert system could manage subject index-
ing and reference services that would speed up accessibility of library resources.
Expert systems can also be used to provide intelligent gateways to online sources.

Machine and deep learning algorithms generate patterns to facilitate relation-
ships between different data sets for ease of information retrieval. Virtual library
assistance can be made available using AI and conversational agents are able to
provide virtual support through tutorial platforms with the potential to transform
traditional reference library services in academic libraries (Ali, Naeem, and Bhatti
2021, 14, quoting Rubin, Chen, and Thorimbert 2010, 496) “it is both timely and
conceivable for ... libraries to consider adopting conversational agents to enhance
- not replace - face-to-face human interaction. Potential users include library web
site tour guides, automated virtual reference and readers’ advisory librarians, and
virtual story-tellers”. Use of digital services can exploit mobile technology, social
media services like Facebook, and text messaging applications and allow librarians
to communicate effectively with their users.

Chatbots and Robots

Web-based tools and chatbots or virtual assistants coupled with wider availabil-
ity of Wi-Fi in public spaces and wider internet access are indeed transforming
the library. Robotics and chatbots are commonly used as intelligent technology
to answer student queries and can promote teaching, learning, and research in
support of digital scholarship. Nawaz and Saldeen (2020) posit that chatbots are
cost effective as they can easily link into the library website. Libraries can expand
their information services and offer virtual assistance. Chatbots appear to be con-
venient for undergraduates; the anonymous interface is less threatening. They
are able to provide virtual assistance, especially in relation to distance learning
support and are operational outside of library opening hours. They can be linked
to Ask-a-Librarian services and through automated question-answering algorithms
generate responses to support users seeking guidance, support, and expertise in
navigating the vast sea of information. The result is improved workflows with an
automatic handover of chat responsibilities between the bot and human librarians.
The chatbot can assume some, albeit not all, human librarian functions. If users
obtain speedy answers to enquiries through improved customer engagement, user
satisfaction levels will improve. Chatbots can have a significant effect in ensuring
successful user experiences and potentially be used as a useful marketing tool with
wide-ranging impact. Routine reference queries can be dealt with by the chatbot,
and complex enquiries automatically escalated to library staff. Responses to users
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are enhanced and the content of answers provided can assist in generating a valu-
able knowledge base for future use.

The Project at North-West University

The NWU Library has embraced 4IR by introducing AI systems in the library.
The aim was to explore technological solutions that would result in measurable
improved efficiency for the benefit of the university community by providing inte-
grated access to library resources. The 4IR cautiously makes virtual spaces infinite
(Yang and Cheng 2018) and increasing customer engagement and automating
mundane tasks was the main objective. The adoption of 4IR strategies propagates
inclusive use and interconnected technologies and emphasises blending all activi-
ties through smart technologies rendering services accessible anytime, anywhere.
Recent developments involving Al refer to the use of large amounts of data and of
machines with the ability to perform repetitive tasks with limited persistent human
guidance. Many useful guidelines have been provided for the implementation of Al
and provided a valued approach for the NWU project.

Governance and ethical issues must be addressed. A three-phase implementa-
tion plan including discovery to ensure assessment of the most suitable Al technol-
ogy for a particular purpose, an alpha phase involving training and validation, and
a final beta phase for testing will ensure success. A FAST track approach involving
fairness, accountability, sustainability and transparency is deemed helpful (Peets
et al. 2019). The guidelines provided by Peets et al. are helpful to interested insti-
tutions such as NWU in understanding, planning, and managing Al projects and
considering ethical use.

The conscious investment at NWU was in developing interactive customer
platforms such as self-help services, a chatbot, and an interactive robot to provide
services for the 21st century. A survey of Al activities being undertaken in libraries
in 2019 found that machine learning was being commonly used in most subject
fields but that libraries had been slow to introduce Al technologies. The authors
encouraged libraries to get involved: “The Al revolution is not on the horizon, it is
already here and libraries need to make peace with this fact and begin the process
of co-existence” (Wheatley and Hervieux 2019). Wheatley and Hervieux noted that
few libraries included Al in their strategic planning, let alone collaborated with
other units within the university and further observed in relation to an MIT Library
project that “this collaboration resulted in several online tools that are still avail-
able today, however no other partnerships have been created to work on the uses
of artificial intelligence in the library”. Conversations on Al have been prevalent in
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smaller libraries rather than larger universities where one would assume finance
would be available for new technologies. In contract, NWU is a large university
and has been engaged in Al conversations with other departments on campus,
including the Centre for Teaching and Learning, Graphic Design within the School
of Communication who designed the outside shell of the robot, and the School of
Electrical, Electronic and Computer Engineering who were involved in the building
of the robot, programming, and integration. Introducing digital technologies and
rolling out robotics technology to other campuses at NWU is part of the five-year
strategic plan. Al has created opportunities for engagement and set the pace for
further work given the universities’ roll-out plans and concurs with the perspective
presented by Wheatley and Herview (2019).

In going forward NWU determined that a chatbot and physical robot tools
and use of ML would offer integration of library services and accelerate student
success, supporting individual growth and intellectual capabilities in an accessible
24/7 environment. The multiple personality context offered by the physical robot
and multilingual capabilities in two other African languages, in addition to English,
would provide stimulus for learning and marketing the value of library resources
and services. In addition, a physical robot supports equity and inclusion since the
display screen can be enlarged and is height-adjustable providing full accessibil-
ity for people in wheelchairs. It also allows for verbal and text-based interaction.
People with auditory impairment can use text-based interaction through the robot
screen.

The Project Details

The goal of the project was to develop an autonomous robotic assistant to answer
questions from library users and to provide marketing services for the library.
The key requirements were that the chatbot should be able to converse meaning-
fully with library users, and the physical robot must exhibit chatbot capabilities in
simple conversation. The objective was to provide immediate help to library users
and a knowledge database was created from the library’s store of frequently asked
questions (FAQ) and the responses provided to minimise initial failures which
could lead to referrals.

The project was conducted by the NWU Library with the Faculty of Engineer-
ing. A homegrown artificially intelligent chatbot was chosen because it had more
marketing value than a commercially available chatbot. It is easily customisable
and provides for continual improvement by means of continuous learning. Since
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the chatbot includes machine learning elements it can learn from experience
gained while it is in operation.

It was determined that the chatbot of the physical robot must be able to con-
verse with online library users via a suitable communication channel, either
WhatsApp or Telegram. Online conversations can be conducted by means of text
messages. The chatbot is able to maintain more than one simultaneous discus-
sion. The conversation with a person physically present has priority with minimal
latency or response delay and more than one online conversation can be accommo-
dated. The latency in the online chats is influenced by the number of simultaneous
conversations. The latency for two simultaneous online chats should be less than
500 milliseconds, excluding communication network related delays.

Methodology

Use of open-source software reduced costs on hardware and software. The software
enabled ease of maintenance and upgrades to other versions. The library robot
comprised the following: mechanical structure including screen, camera fixture
and battery panel, electronics, and electricals; switch panel; depth camera; sensors;
software including simultaneous localisation and mapping (SLAM) code, face track-
ing and object recognition. Other features included a remote control panel and
monitoring station. The sensor selection included various tasks, such as obstacle
detection and avoidance, environmental mapping, localisation using wheel encod-
ers, navigation, and path planning to ensure the avoidance of obstacles.

Mapping and navigating the target environment were conducted in the library
environment; the design interface was finalised by building a robot shell. A con-
trolled deployment phase was also conducted. The robot was deployed in the main
campus library first to evaluate user interaction. Feedback was used for improve-
ment in design and functionality. The last phase was to replicate the robot for other
campus sites.

The Conceptual Phase

The concept generation was influenced by how 4IR ideas associated with Industry
4.0, synonymous with smart manufacturing (IBM n.d.) and Library 4.0 could be
translated into the library of an African university that embraces the humanity to
others philosophy of uBuntu App-centric industry 4.0. NWU nurtures the digital
integration of all systems to improve efficiency in service operations. The concept
of App-centric industry 4.0 contextualises inclusivity to the benefit of not only the
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university’s internal stakeholders, but also the wider university community. It
means that children in the surrounding community may participate in university
community projects and have the opportunity to expand their experiences outside
the classroom. In addition, the concept extends to include research and scholar-
ship as a proactive response to the changing scholarly publishing landscape in the
university. There is increased research output in the form of scholarly publishing,
research and innovation endeavours through engaged collaborations.

The introduction of the two intelligent technologies, the physical robot and
the chatbot, was in line with the university e-strategy to digitally transform ser-
vices that would improve efficiency and customer engagement. Tight integration
of services emphasised automatic handover of chat responsibilities from the bot
to human librarians. The chatbot has added value to the library’s online presence
rather than merely being a novelty item. Cost factors were reduced by using local
supply with more competitive pricing. Some mechanical components were sup-
plied by the partner in the project, the Faculty of Engineering. Local 3D-printers
were also used. The software used integrated data from the existing catalogue. The
benefits were marginal maintenance and sustainability for future research devel-
opment and product improvement.

The physical robot was more appealing to physical users of the library and
served its marketing function, attracting more users to the library. The chatbot
enhanced the discoverability of library resources with 24/7 availability across the
globe and catered for distance learning students by providing virtual access. The
chatbot harnessed the power of machine learning and provided continuous access
to library resources.

The Development Phase

The development phase included aspects that extended robot longevity by incorpo-
rating new roles and functionality for the period 2023-2025 in line with the library
strategic plan to ensure continuous improvement of the shelf life of the physical
robot and updating of the content of the chatbot with 24/7 accessibility. The life of
the hardware was estimated to be five to ten years. Since more commercial robots
focus on English as a predominant language, product development embraced the
multilingual capabilities in languages relevant to the NWU context, Afrikaans,
English, Sesotho, and Setswana. All university stakeholders benefitted from the
use of intelligent technologies and were able to use languages with which they felt
comfortable.

As already noted, the physical robot and chatbot used open-source software.
The integration process included the bot based on use of Generative NLP (Google
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2022) with the same knowledge base as the library’s FAQ. In addition, certain
aspects of the library catalogue were incorporated to allow the chatbot to recom-
mend references based on user requests along with library functionalities such as
automated directions to specific sections of the library website. The database and
software were hosted on a fast server, to prevent delays during verbal communi-
cation.

User requirements were determined through meetings held with library staff
to obtain the exact specifications that would yield the desired product output.
Building the physical robot involved meeting the specific requirements which have
already been mentioned and included the mechanical drivetrain with electrical
motors, wheels, chassis, and power supply, sensor arrays, and relevant control
systems for object avoidance, human-machine interface/interaction (HMI), and
mapping.

The exterior appearance of the robot was locally designed by students from
the School of Electrical, Electronic and Computer Engineering within the Faculty of
Engineering and graphic design students from the Faculty of Arts. Each of the three
campus library robots reflected a unique feature of the campus while at the same
time showcasing the university.

Multiple personality sentiment analysis was incorporated to correspond and
adapt to the chatbot approach to each conversation depending on the language
used. Improved customer satisfaction has been a driving principle, and the chatbot
was able to escalate complex enquiries to library staff. Generation of a knowledge
base for future use has allowed room for further development.

Lessons Learned

4IR has changed the way academic libraries provide services to patrons. Al is likely
to replace repetitive forms of knowledge provision and service, as well as routine
tasks undertaken. As a result, libraries will reengineer their operations (Marwala
2022). Implementation of Al in academic library environments could accelerate,
with clear strategic positioning guided by an innovative vision and mission, where
the online mode becomes the default route for providing library services in most
universities in the support of teaching, learning and research. Librarians’ skills and
expertise must be finely tuned to respond to the level required to support both
online and physical library environments. Acquiring digital skills related to the
use of intelligent technologies is essential. The implementation of robotics and the
chatbot simultaneously at NWU was effective both for educational purposes and
access to library resources. An effective knowledge base is also an essential ingredi-
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ent because data can be mapped, interpreted, and transferred to multiple environ-
ments for meaningful application. The results of the project indicated clearly that
the use of intelligent technologies can improve library services given the integra-
tive customer engagement approaches that a combination of a physical robot and
a chatbot can deliver.

Opportunities for creativity abound in the digital transformation process. The
questions of capacity, safe use, and security must be addressed. Luca, Narayan,
and Cox (2022, 185) highlight the need to take precautions in fair use of applica-
tions and freedom of expression that will eliminate bias yet not stifle creativity.
The focus must be on accelerating information access for users and professional
development for staff in response to opportunities that AI and robots can offer.
Understanding copyright legislation and what is legally permissible is essential.
Licensing of content, and intellectual property rights are important components of
the development of regulatory measures on ethical standards and policy directives
concerning legal and educational compliance principles in AL In the case of collab-
orative work, agreements should be in place. Reliable and secure IT infrastructure
allows efficient system integration. The information architecture and knowledge
organisation must be designed to enable good workflows and fast-track content
discovery.

AT has the potential for positive impacts on academic libraries and can be used
innovatively in reference and information services, and in the promotion of library
resources. Chatbots provide numerous advantages, although they pose some lim-
itations associated with the knowledge base and language processing. Nawaz and
Saldeen (2020, 444) remark that chatbots respond to input queries previously
recorded in the knowledge base which limits the conversational ability to a fixed
content base and prevents responses to multiple queries simultaneously. Training
for everyone involved is essential to ensure that users feel comfortable using such
applications and do so effectively. The changed role of the library has made it more
attractive to a new generation of users. Application of Al helps streamline library
functions and results in enhanced learning, training, and skills development. Since
Al reinforces learning, the quality of the knowledge base data must be updated in
line with education needs and relevant library services.

AT applications must be integrated into existing library systems. The develop-
ment and implementation of new applications must be collaborative working with
information technology developers and information architecture and infrastruc-
ture experts along with academic support services to ensure seamless accessibility
and appropriate responses to user needs. The use of Al and the transition to digi-
tisation of library processes can improve space utilisation and enhance the user
experience.
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What Lies Ahead?

Varius perspectives may accelerate or slow down the broader application of AL
Developing ethical standards that incorporate intercultural understanding in insti-
tutions when adopting AI will have an impact. Design and language capabilities
can enhance inclusivity and multiculturalism given the demographics of differ-
ent backgrounds. Collaboration and partnerships have the capacity to strengthen
engagement with Al applications, particularly in the use of robotics and conversa-
tional platforms in teaching and learning. In-house products with customisation
can yield tight integration of library services and cost-effective benefits when suit-
ably qualified professionals are involved, as in the NWU experience.

There are implications for high-end skills when planning future education
strategies and changes in skills and work. Al literacy is an essential prerequisite
skill for library users and librarians. Digital intelligence is also necessary for pro-
fessionals to be able to evaluate the Al tools available to ensure a positive impact
on library services.

The effectiveness of implementing Al in any organisation is tied to the organ-
isation’s ability to ensure that any application is fit for purpose, can be adapted
for use in the environment and is capable of being applied to unfamiliar scenar-
ios. Determining the level of response to Al within the library, and identifying the
optimal interventions is challenging. The redesign and reshaping of library ser-
vices have many facets. New and different types of skills are required to succeed in
a fast-changing world. In some circumstances, libraries may have a role in devel-
oping new skills for displaced workers and/or improving skills so that workers can
transition to new roles and responsibilities.

Conclusion

Al presents multiple options that influence the way information can be accessed,
managed, and connected in exciting ways. The role of the library can be innova-
tively expanded through digital transformation although adversely there are issues
in relation to safety and ethics including legal and administrative concerns and
user authentication, AI applications have enhanced user support services. Al and
big data create immersive opportunities for knowledge sharing and further oppor-
tunities for library services. Librarians will continue to play a significant role in
helping clients find and use information although some aspects of the role will
change. Creating an innovative, interconnected environment with secure authenti-
cation will increase the value of library services. Application of robotics and chat-
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bots has transformed library services with integration of other technologies and
inter-connected smart devices. Al multifaceted capabilities are redefining tradi-
tional library operations. Al has a pivotal role in ensuring accuracy and amplifying
the efficiency of search and retrieval processes. Smart innovative Al applications
tightly integrated into library services can increase customer engagement and
improve teaching, learning and research in academic environments.
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Andrew Cox

11 Ethics Case Studies of Artificial
Intelligence for Library and Information
Professionals

Abstract: As well as offering exciting opportunities to increase access to knowl-
edge, artificial intelligence (AI) poses many ethical issues related to bias, transpar-
ency, explainability and accountability, privacy, safety and security, and impacts
on human choice and freedom. This chapter elaborates on the issues and explores
how ChatGPT as an example of an Al poses many of the issues. Although high level
professional codes of ethics assert relevant principles, they do not directly explain
how to respond to the emerging AI concerns. Ethics scenarios can however provide
short, relatable stories that pose the key dilemmas in a way which will illuminate
the problems and prompt discussion. The chapter describes eight scenarios which
pose the key dilemmas around Al in ways relevant to library and information pro-
fessionals. The scenarios are publicly available for reuse on a CC-BY-SA licence.

Keywords: Artif